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Who is SPEC?

SPEC is a non-profit corporation formed to "establish, maintain and endorse a 
standardized set of relevant benchmarks that can be applied to the newest 
generation of high-performance computers" 

Composed of four groups

– Graphics and Workstation Performance Group (GWPG)

– High Performance Group (HPG)

– Open Systems Group (OSG)

– Research Group (RG)

www.spec.org
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SPEC High Performance Group (HPG)

Develops benchmarks to represent high-performance computing applications 
for standardized, cross-platform performance evaluation.

Benchmarks

– SPEC OMP2012

– SPEC MPI2007

– SPEC ACCEL
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SPEC ACCEL

SPEC Accel provides a comparative performance measure of 

– Hardware Accelerator devices (GPU, Co-processors, etc.) 

– Supporting software tool chains (Compilers, Drivers, etc.)

– Host systems and accelerator interface (CPU, PCIe, etc.)

Computationally-intensive parallel High Performance Computing (HPC) 
applications, benchmarks, and mini-apps

Portable across multiple accelerators 

Two distinct suites 

– OpenACC v1.0

– OpenCL v1.1
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SPEC ACCEL Users

Users looking for objective apples-to-apples comparison 

System vendors

Accelerator vendors 

Software vendors

Researchers
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SPEC Power

SPEC provides a standard methodology to measure and report power usage 
which can be incorporated into a SPEC benchmark.

Normalizes the power usage across the full run of the suite
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OpenCL Suite – Benchmarks Taken from Parboil
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Benchmarks Language Application Domain

101.tpacf C++ Astrophysics 

103.stencil C++ Thermodynamics 

104.lbm C++ Fluid Dynamics 

110.fft C Signal processing 

112.spmv C++ Sparse Linear Algebra 

114.mriq C Medicine 

116.histo C Silicon Wafer Verification 

117.bfs C Electronic Design Automation, Graph Traversals 

118.cutcp C Molecular Dynamics 



OpenCL Suite – Benchmarks Taken from Rodinia
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Benchmarks Language Application Domain

120.kmeans C++ Dense Linear Algebra, Data Mining 

121.lavamd C N-Body, Molecular Dynamics 

122.cfd C++ Unstructured Grid, Fluid Dynamics 

123.nw C++ Dynamic Programming, Bioinformatics 

124.hotspot C Structured Grid, Physics Simulation 

125.lud C++ Dense Linear Algebra, Linear Algebra 

126.ge C++ Gaussian Elimination

127.srad C Structured Grid, Image Processing 

128.heartwall C Structured Grid, Medical Imaging 

140.bplustree C Graph Traversal, Search 



OpenACC Suite
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OpenACC
Benchmarks

Language Origin Application Domain

303.ostencil C Parboil, University of Illinois Thermodynamics

304.olbm C Parboil, University of Illinois, 
SPEC CPU2006 Computational Fluid Dynamics, Lattice Boltzmann

314.omriq C Rodinia, University of Virginia Medicine
350.md Fortran Indiana University Molecular Dynamics

351.palm Fortran Leibniz University of Hannover Large-eddy simulation, atmospheric turbulence  

352.ep C NAS Parallel Benchmarks (NPB) Embarrassingly Parallel

353.clvrleaf C, Fortran Atomic Weapons Establishment 
(AWE) Explicit Hydrodynamics

354.cg C NPB Conjugate Gradient Solver

355.seismic Fortran GeoDynamics.org, University of Pau Seismic Wave Modeling (PDE)

356.sp Fortran NPB Scalar Penta-diagonal solver 

357.csp C NPB Scalar Penta-diagonal solver 

359.miniGhost C, Fortran Sandia National Lab Finite difference 

360.ilbdc Fortran SPEC OMP2012 Fluid Mechanics

363.swim Fortran SPEC OMP2012 Weather
370.bt C NPB Block Tridiagonal Solver for 3D PDE



Published Results
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A Single Result Explained
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Experiment 1: Impact of ECC (Using result #21 and #22, NVIDIA K40c, base)
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Experiment 2: Impact of Clock Boost (result #13, #13, and #14, K40c, base)
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Experiment 3: Apples, Oranges, and other Fruit (using results #28-32, base)
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SPEC ACCEL Future Directions

OpenMP 4.0 target directives

OpenACC 2.0

OpenCL 2.0

Multiple Accelerators
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Questions?
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