Using Recency and Relevance to Assess Trust and
Reputation

Sarah N. Lim Choi Keung and Nathan Griffiths !

Abstract. In multi-agent systems, agents must typically interactsubjectively interpreted in different ways since the eatdu has cal-

with others to achieve their goals. Since agents are asstmniee
self-interested, it is important to choose reliable intécm partners
to maximise the likelihood of success. Sub-standard aredfain-
teractions can result from a poor selection. Effectiverparselec-
tion requires information about how agents behave in vagrgit-
uations, and such information can be obtained from othertfién
form of recommendations as well as through direct expeeeht
open and dynamic environments, agents face quick and s&fene
changes to the behaviour of others and the population .itEais
paper presents a trust and reputation model which allowstsge
adapt quickly to changes in their environment. Our appraamh-
bines components from several existing models to determnirs
using direct experiences and recommendations from oté&rsuild
upon previous models by considering the multi-dimensionaif
trust, recency of information, and dynamic selection obremen-
dation providers. Specifically, we take a multi-dimensi@agproach
to evaluating both direct interactions and recommendatiBecom-
mendation sharing includes information about the recendynature
of interactions, which allows an evaluator to assess ralmaand to
select recommenders themselves based on trust.

1 Introduction

Trust and reputation have been widely used to attempt t@sane
of the issues linked with the uncertainty of interactioruskris used
to assess the level of risk associated with cooperating wtitier
agents; it is an estimate of how likely another agent is téil fitb
commitments [4, 6, 11]. Trust can be derived from directratéons
between agents and from reputation. Reputation is buith fircfor-
mation received from third parties about an agent’s behavi®ased
on the reputation information received, agents can malarmdd
decisions about whether or not to interact with others [3].

In a dynamic environment, agents can change behaviour Iguick

and this must be identified by the agents relying on them,cisihe
if they become less trustworthy in particular aspects ofrther-
vice. For trust and reputation to be effective in guidingisiens,
they must be sensitive to dynamic environments. Therefigents
should adapt quickly to changes in their environment bycsigig
appropriate interaction partners and recommenders. $nréfsipect,
multi-dimensional trust and reputation allows the origjiimforma-
tion to be maintained for each service characteristic, aisctime-
liness and cost, instead of a single aggregated value. Merethe
sharing of interaction summaries among agents maintaasith-
ness of opinions on a per-characteristic basis and redutgecs
tivity. When agents only share calculated trust valuesy tan be
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culated trust based on its own priorities. Several existipgroaches
already make use of these aspects, none addresses all efishes
sues. In this paper we present a model that integrates anddsxt
components from existing approaches to include richerimédion
in decision making and information sharing. The main cbutions
of our model are: (i) to use the recency of interactions whedaecs-
ing interaction partners and witnesses, since informationmbecome
outdated in dynamic domains, (ii) to ensure that recomnténiza
are accurate and relevant and that they contribute apptefyito
the evaluation of reputation, and (iii) to use a richer formfin-
formation sharing to reduce subjectivity (including theercy of
interactions and the level of withess experience).

2 Related Work

Many trust and reputation models have been developed tcosupp
agents in soliciting interaction partners. In this sectiaintroduce
some of the relevant related work. Marsh’s formalism ofttisghe
basis for many computation approaches, including oursr&e@nd
FIRE are two of the most widely known approaches, while MDT-R
and Ntropi introduce features that we build upon in our appho

2.1 Marsh’s Formalism

Marsh'’s formalism for direct interactions among agentd,[di/ides
trust intobasic trust general trustandsituational trust Basic trust
represents an agent's own trusting disposition, derivechfits past
experiences. An agent’s general trust in another depietsraltiable
the other is considered, irrespective of the situationugdional trust
is that placed in another agent in a specific situation.

Our model uses these three views of trust when we consideatdir
trust from direct agent interactions. An agent hasratial trust in
another agent when it first starts interacting and has hadewqus
interactions. This is analogous to Marsh’s basic trustgdional trust
is used to express an evaluator’s trust in a target aboutteydar
task. If the evaluator has interacted with the target buferahe spe-
cific task, then general trust is used. General trust is teeage trust
value calculated from interactions in different situasomith the tar-
get. Marsh’s approach does not take into account reputatidronly
models trustworthiness from direct experience. This Brttie infor-
mation available for trust evaluation, especially in casbsre there
are insufficient or no direct interactions. Our model comp#ats di-
rect trust with witness reputation to achieve greater agyuwhen
predicting agent behaviour. Additionally, we extend Ma&shew
by including multidimensionality and agent confidence blase the
MDT-R model [6] (described below).



2.2 ReGreT

ReGreT is a modular trust and reputation model that comtihves
dimensions of information to assess reputatindividual, socialand
ontological dimensions [12, 13, 14]. The individual dimension re-
lates to direct trust resulting from the outcomes of diratgiactions
between the evaluator and the target. The social dimensimple-
ments this by incorporating information on the experiermfesther
members of the evaluator's group with the target. There lareet
aspects to the social dimension: the evaluator's expegiaith its
own group, the experience of members of its group with thgetar
and the view of the evaluator's group regarding the group ttha
target belongs to. To determine the social dimension oftegjmun,
an evaluator may use three information soureéitness reputation
calculated using information gathered from other agemghbour-

a wide range of situations that can arise in multi-agentesyst In
some situations not all components of FIRE can be used, becau
the required information may not be available. For examiplely-
namic open systems it is likely that role-based trust wilbbémited
use, since roles are likely to be weakly defined and changeghhi-
larly, the use of certified reputation is dependent on thsterce of a
suitable security mechanism, such as a public-key infregtre [9].
In open and dynamic domains, as considered in this papemihe
teraction trust and witness reputation components of FIREtlze
most appropriate. As in ReGreT, FIRE enables an evaluatoatéo
its direct interactions with the target agent according tuaber of
terms, such as price and delivery date. Trust can then balatdd
within these terms, for example an estimate of trust in tesfrde-
livery date can be determined by extracting all availabferimation
about delivery dates from the history of interactions. Oppraach

hood reputationbased on the social relations between agents; anéxtends this model, by providing a mechanism in which ovemast
system reputatiowhich is based on knowledge of the target agent'sis defined as a combination of the various aspects of preiious

role. Finally, the ontological dimension considers how tagious
aspects associated with reputation can be combined. Fanpiea
the ontological dimension can define how the reputation ofga
good seller relates to a reputation for providing a qualitydoict, a
reputation for timeliness, and a reputation for approprétarging.
ReGreT relies heavily on knowledge of the social structdrhe
system, in terms of the groups to which agents belong, antbtbs
that they play. It also relies on knowing the ontologicatisture of
reputation in the domain to define how different aspects pfita
tion relate to each other. The ReGreT model itself does nusider
how agents can build knowledge of the social structure of grevi-
ronment, but assumes that such information is availabla fgiven
domain. In open and dynamic domains such information mayeot
easily available, and may quickly become outdated as adesmie
and join. Additionally, the ontological structure of reptibn may
not be easily available, and furthermore it may change dwes &s
an agent’s preferences change about what is important interac-
tion. Although the social structure and reputation ont@sgre not
necessarily fixed in ReGreT, the sophistication of the moukes it
hard to deal with any changes. Our approach uses reputafmmmia-
tion provided by others in a similar manner to ReGreT, buhuouit
requiring knowledge of the social structure of the systerontol-
ogy of reputation aspects, and so we use witness reputatiomob
neighbourhood or system reputation. In place of knowingsthaal
structure we use the trust of witnesses and an estimatidreafdcu-
racy and relevance of their information, and instead of awology
we use a weighted product model to combine reputation aspect

2.3 FIRE

FIRE [9, 10] is a modular approach that integrates up to fgpes
of trust and reputation from different information sourcascording
to availability. Interaction trustresults from past direct interactions,
and adopts the mechanism used in ReGreT’s individual diroe s
considering the outcomes of direct interactions betweeevthluator
and the targetRole-based trustises social and role-based relation-
ships between agents to assess trust, for example the pelatomn-
ships between agents that might influence trtness reputation
is built from reports of witnesses about the target agemtsaliour.
Finally, certified reputatioris based on rating references from third-
parties that are provided to the evaluator by the targettatgsif.
An extension to FIRE [8] handles possible inaccurate repmam
recommending agents by introducing a credibility model.

The modular approach to trust and reputation in FIRE catars f

teractions, such that at run-time an agent can combinenvEton
about the various aspects according to their current velatipor-
tance. In FIRE, witness selection is done by maintainingsadf
acquaintances according to their likelihood of providihg tequired
information. FIRE does not consider how this is done, butiees
an application specific method exists [10]. In this paper,buid

upon the interaction and witness reputation componentdRIE Fo

use trust as an estimator for the provision of recommenasitite-
moving the need for an application specific mechanism.

2.4 Ntropi

Abdul-Rahman and Hailes [1, 2] propose a trust and reputatio
model in which trust and the outcome of experiences are septed

in levels. For instance, the labels for the trust level secate Very
Trustworthy, ‘ Trustworthy, * Moderate, * Untrustworthy, and ‘Very
Untrustworthy [1]. The model uses direct trust and reputation, as
well as recommender trust to assess witness credibilitgpmput-
ing a final trust degree for a target. Ntropi models two tyfasust:
situational trust and basic trust.

This model represents trust by classifying it into five lsyedr
strata The disadvantage is that the trust values are coarseegfain
thereby losing both sensitivity and accuracy. Although parisons
are easier, the update of values is more complex than usimtgqaoe
ous values [5]. In our approach, trust is stored as contiswalues
for increased accuracy, both for an evaluator's usage arndftoma-
tion sharing. We use direct trust and recommender trust imiées
way to Ntropi, however, we take a multi-dimensional view ifst
and reputation that preserves much of the original mearfittgean-
formation gathered. In our model, the selection of witnsssdased
on two factors: the accuracy and the relevance of recomntienda
This is influenced by how Ntropi uses trust in the context abre-
mendation [1]. The way in which these factors are incorpgatanto
our model is different to Ntropi due to the difference in tepresen-
tation of trust values.

2.5 MDT-R

MDT-R [6] is a mechanism of multi-dimensional trust and neeo
mendations. Agents model the trustworthiness of othersreity
to various criteria, such as cost, timeliness or succegseratng
on which criteria the agent considers important. Agents tkeir
own direct experience of interacting with others, as wellexom-
mendations. Distinguishing trust and recommendationsrivid-



ual characteristics is valuable in identifying the servit@racteris-
tics in which the providing agents perform well, or less wétlist in-
formation in multiple dimensions helps to maintain the oré inter-
action data. Trust values are represented numericallysatiproach
due to the benefits of accuracy and the easiness of compai@soh
updates of values. However, MDT-R stratifies trust into leva la
Ntropi) for ease of comparison. The sharing of informatiomoag
agents often suffers from subjectivity, due to differenicemiterpre-
tation. MDT-R deals with this by sharing summaries of refe\zast
interactions, instead of explicit values for trust.

3 Model Description

Our model is broadly based on MDT-R and adopts the multi-

dimensionality of trust and recommendations, as well asstieg-
ing of interaction summaries. We extend MDT-R by includimg i
formation on recency and the experience of withesses whesingh
interaction summaries. This allows an evaluator to moreirately
select witnesses, and thereby providers, as it furthercesithe sub-
jectivity of interpretation. Our model also considers takevance of
recommendations to better select recommenders and taaksig
appropriate weights when calculating reputation.

3.1 Sources of Trust

As we have seen above, many different sources of information
be used to assess trust. Such sources must be availablentedad
accurate enough to be useful in selecting interaction pestriVe
view trust from direct interactions and recommendatioosfithird
parties as the two most important sources of informatiomgesthey
are typically available with sufficient relevance and aecyr

Direct interactions are an evaluator's main source of mfation

tion about specific service characteristics to be preseiied sub-
jectivity of trust, especially from recommendations, is @losta-
cle to making full use of the information obtained from wisses.
Sharing multi-dimensional trust information within inéetion sum-
maries [6], instead of calculated trust values decreadgsdivity.
The dimensions correspond to the necessary charactertistit de-
fine a service. Any number of dimensions can be used, but &r th
purpose of illustration in this paper, we consider that aadwetora
models trust in target along four dimensions [6]:

e success;): the likelihood that3 will successfully execute the
task,

e timeliness TE)Z the likelihood that the task will be performed no
later than expected,

e cost ([5): the likelihood that the cost of performing the task will
not be more than expected, and

e quality (Tg): the likelihood that the quality of the task performed
by 2 will be met.

These trust values are derived from the past interactionsaofd
3. The evaluator stores information about each interactiomhich
[ has performed a task on its behalf. Information about eatgh-in
action includes the service characteristics offeredsbys well as
the actual values obtained on completion. The derived tralstes
refer to a specific task and so this is a typesitfiational trust A
successful interaction is one whefalelivers results, irrespective of
whether the other three characteristics were met. Meaaywdibosi-
tive interaction with respect to the dimensions of timedisiecost and
quality refers tg3 performing as expected or better. Trust values are
calculated when the evaluator needs to make a decision albaumn
to interact with. The range of the trust values in each dintens
[-1,+1], where—1 means complete distrust aAdl means com-
plete trust. The evaluator stores a history of past intemastwith

about a target, and can be used to assess trust. This typesof tr each provider for each task type. We denote the set of irttensc

from direct experience is callatirect trust The second information
source is recommendations from third parties. We assuntenibha
nesses give information about a target only if they haveracted
with it. We do not currently consider indirect recommendasi due
to the added complexity of subjective opinions along a cloimit-
nesses. Trust from third party information is referred tonétmess

in the history about providef for the task typeK as HIg, . The
size of the history corresponds to the number of interasttbat the
evaluator deems relevant. In future work, evaluators shbalable
to change the size of the history on a per target basis to eagleints
to store only the required information to assess trust.

The situational trust vaIuSTgK is a function of the history of

reputation The term is adopted from FIRE [9, 10] and refers to the interactions with targes:

same concept, but the way we build the reputation is diffeirem
FIRE, due to our use of multiple dimensions for trust and tafpon.
Our approach integrates these two types of informationfiareint
situations. Witness reputation is especially used wheretadiator
has insufficient information from direct experience abotdarget to
make an evaluation. Thus, in the event of insufficient infation, the
two information sources are combined to increase accubhadiis
paper, we do not consider collusion among agents, whereup gifo
agents cooperate for their mutual benefit but impacting berstin
the environment as a result. Any inaccuracies in recomni@ma
arise due to differing circumstances, variations in betavof the
target towards different witnesses, or malicious witngssr{g false
information). We will consider collusion in future work, & aim to
first ensure that the basic components of our model are effigien-
proving agent interaction in a dynamic environment. We agtume
that witnesses freely provide recommendations when réggies

3.2 Direct Trust

Trust information is captured in multiple dimensions, aViBT-
R [5, 6]. The separation into several dimensions enablesrd-

size(HIg, ) d+ size(HIg, ) 4
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wherelgj( is the number of positive interactions of task tyfein

dimensiond, andlg; is the number of negative interactions.

The evaluator also stores tgeneral trustof each provider it has
interacted with, which has no context and applies regasddéshe
service provided. General trust is used to assess the bivastivor-
thiness of an agent. It is useful when the evaluator does aet h
situational trust for a target for a specific task, as it giseddea of
how the target is likely to perform. The general tr@&t’? of evalu-
ator « for targetg is calculated as an average of the situational trust
values in the success dimension:

GTfj _ ZjillK STEK

allK @

whereall K is the set of task types. We use only the success dimen-
sion to simplify calculation, since completing a task ssstelly has
overriding priority when obtaining an agent’s overall twsrthiness.



If there are no previous interactions wighthen general trustis equal
to «'s disposition, referred to as's initial trust.

ommendation by comparing it with its own experience, afteira
teraction occurs. However, the model does not consideetbeance

MDT-R models confidence and trust decay as two important noof a witness’ trust information for the evaluator’s purpgse MDT-

tions an agent should consider when using past experiendaufh
assessment. In our model, confidence refers to the numbateof i
actions an evaluator has had with a target agent, and islatdu
for each dimension, since not all dimensions are relevadiffierent

R, an agent selects witnesses by considering its most dirirster-
action partners. However, it does not select withessedbaisehe
relevance of recommendations and there is no validationhetier
the witness has given accurate information. The unceytdies in

interactionscg denotes the confidence level in the trust assessmerthe possible difference in behaviour of the target towaifferent
of the targets for dimensiond. Trust decay refers to the trust values evaluators. Ntropi considers two factors when dealing wétom-

becoming outdated when interactions have not recentiyntplece.
The decay function reduces the trust value according to hudated
the trust values are. In our model, we consider the recentlyeah-
teraction history. A WeighmmﬁK is assigned to an interaction ac-
cording to recency; the more recent the interaction, theemaight

it has, since more recent interactions give a more accuefleetion.
The weight is based on the time since the interaction ocduarel
the frequency of interaction with for the task type’. With fewer
recent interactions, trust decays towards the initiakvakie.

As proposed in MDT-R, trust values in our model are stratified
the time of comparison. When using numerical values, tresaerisk
of considering even insignificant differences in values éarbpor-
tant, and stratifying trust reduces this risk. Stratifiegtis only used
for comparisons and is not communicated to others. In ouremtue
number of strata used can be specified to allow for differerels of
sensitivity. For example, if the number of strata is 10, tirest val-

mendations: (i) the closeness of the witness’ recommermatnd
the evaluator’'s own judgement about the target, and (iiyetiabil-
ity of the witness in giving accurate opinions over time.

Our approach to reputation is influenced by Ntropi's consitien
of accuracy and relevance when selecting witnesses. Téarale of
recommendations is calculated by taking into account tleeiency,
the experience of the witness, as well as the evaluatorame®en-
dation trust and confidence in the witness. As for the acgucdc
opinions, this is done for interactions that have takenepfattowing
positive recommendations. The evaluator compares thomaof
the interaction with the recommendation previously ol#dito as-
sess how accurate it was. Recommendation trust is updateddh
agent that has given recommendations. Initially, withessee a rec-
ommendation trust value equal to their general trust. Ehiigter up-
dated if the evaluator interacts with the recommended gdeovi

Witnesses provide the evaluator with interaction sumnsdaioe a

ues in the rangf.8, 1] are taken to be the same. Thus, if two agentsspecific task type where available. The summaries contémnia-
B and~ are being compared by situational trust in the success dition such as the number of interactions the recommendatibased

mension, then iS75, = 0.85 andST5,. = 0.95 both agents are
taken to have similar trust values. A larger number of seatures a
smoother transition between different strata, especaltiie bound-
ary between positive and negative trust [7].

3.3 Witness Reputation

Witness reputation is the trust of a target as communicayetthild
parties. The reputation of a target is sought when the etalias
insufficient information to make a decision about whethecdop-
erate. A lack of information may occur for several reasoms. éx-
ample, consider an evaluatarwho wants to consider ageptfor
interaction, to perform a task'1. In the first case, suppose has
never interacted witls before and thus has no experiencessf be-
haviour. Alternatively, suppose has previously interacted with
but for a different task. Another case is wherhas had too few in-
teractions with3, or they are too outdated. In all these casesan
ask the opinions of others who have interacted itin order to get
a more accurate assessmengftrustworthiness.

When an evaluator requires recommendations for an agemisit
decide which agents to ask. Such agents might have diff&neds
of experience with the target, and their opinions might retbeful
to the evaluator. To decide who to ask, the evaluator carrese

on, the recency of these interactions, and the proportigeosttive
and negative interactions in each trust dimension. If thaegs does
not have situational trust information, it provides its ggai trust in
the target. The use of interaction summaries is similarabithMDT-
R with the additional sharing of information about recenog &x-
perience, which can improve the evaluator's adaptatiorhemges
in the behaviour of target agents. The evaluator combiresliffer-
ent recommendations by applying weights according to hdsvaet
the witness’ experience is, compared to the evaluator's. Wéight
WwrR, IS the weight of the witness reputation relevari¢& R of
witnessi in providing a recommendation for targét

Thus, the witness reputatioW R of target3’s task typeK in the
dimensiond is a function of the opinions received from witnesses
and their respective weights:

€ d+ d—
7Iiﬁ — Iw X WWRR

E : d+ d— i
Lig + L

="

WRj, = ®)

where~ to € are the set of selected witnesses for ta;@]eltlfiﬁ+ is the
number of interactions of the witnessvith the target3, for which

[ has met expectations for the dimensirﬁrandlfﬁ’ is the number
where expectations are not met. The weight ascribed to sgstn
recommendation is dependent on its experience and itsaratev

ommendation trustwhich estimates the accuracy and relevance of 1 "uS, the evaluator can include the recommendations in tash

a witness’ recommendation for the evaluator’'s purposesurscy
measures the similarity between the evaluator’s own egpee and
the opinion given by the witness. Meanwhile, relevanceteslao

how useful the recommendation is based on the recency ofthe i

teractions, the experience of the witness, and how trusitywdhe
witness is in giving recommendations.

FIRE considers whether the witness has sufficient inforonati
about the target to give an opinion. An extension to FIRE [@j-c
siders the credibility of the witness in providing opinicatsout other
agents. This enables the evaluator to identify the accuhihe rec-

dimension of success, timeliness, cost and quality.
The relevance of the recommendation of witnesdout targep3
WRR,g is calculated as:

teurr — t'r vedian (HI
WRRZﬁ _ ( curr tw ¢ BK)>
curr
maz i
+——"% + RT}, +wo,,, 4

total wr

where t..~ denotes the current time am;l,wdmmmﬁ[{) is the
recorded time of the median interaction as provided by tlipess:



for interaction with targef about taskK . The inclusion of time in
the calculation indicates the recency of the interactiong/bich the
recommendation is based. The maximum number of interacthat
the witnesses have used when giving recommendationsaisyy,
andtotal wr is the total number of interactions actually used in that
recommendation. The confidence of the evaluatorits recommen-
dation trust in the witnessis denoted aRT", and the confidence
weightchTi
has compargd to others.

The evaluator collects information about the witness frarea
interactions and from previous recommendations the wsthas pro-
vided. We do not assess the reliability of withesses by ctitlg in-
formation from other agents because of the subjectivityafiating
a witness’ ability to provide recommendations to differagents.

3.4 Aggregation of Trust Sources

The evaluatora. makes use of direct trust and witness reputation
when assessing the trustworthiness of several potentiaidars for
a task, and selects the best provider. The performance wvékesch
provider is calculated as in MDT-R [6], with some changeséatec
for the additional information when evaluating witnessutggpion.

The performance value for each potential provider is catedl as:

n

PV (B) = [ [(fa)"

i=1

©)

where there are factors andf, is the value for agent in terms of
thei’th factor andu; is the weighting given to th&th factor in the
selection of the agent’s preferences. To assess trust asipglirect
trust, the values are stratified and the performance value is

PV(B)

(maze + 1 — Be)He x B
x stratify(T5)"* x stratify(Tj)"**

x stratify(Tg)"* x stratify(Tg)"'*  (6)

where 5. and 3, are 5's advertised cost and quality respectively,

maz. IS the maximum advertised cost of the agents being consid-
ered,u. andy, are the weightings given to the advertised cost and

quality, anduss, e, fiee, titq are the weightings for the trust dimen-
sions of success, timeliness, cost and quality respegtivel

The calculation of the performance value, considering liaict
trust and witness reputation is as follows:

PV(B)

(maze + 1 — Be)H x (Bg)"
stratify(T5)"t* x stratify(Tg)"t*
stratify(T5)"* x stratify(T)"*
(WRz)#m x stratify( WRG)" e
stratify( WR)"™* x stratify( WR)H74

stratify
O

where WRg is the witness reputation for targéin the dimensiord,
andrs, fre, prt, o are the weightings for the witness reputation in
the dimensions of success, timeliness, cost and qualipectisely.
(Note that the weightg, must sum to 1.)

4 Experimental Results

To validate our approach we have built a simulation envirenimn
and have obtained a number of initial experimental reséllttough

more experimentation is required, our initial results arengising
and demonstrate how trust and reputation can be used tdtefeeil
more effective partner selection.

4.1 Effects of Size of Interaction History

We have investigated how our model behaves when agents €hang

shows the amount of influence this recommendationbehaviour dynamically. Using a population of 50 agents weeole

specific agent interactions. Half of the agents are malgiend do
not always complete the tasks. The remaining agents carsherdi
est, and for instance, may charge more than advertised. Viéesira-
ulated agent interactions over 1500 cycles, where one aflders
every agent to have part of its tasks performed and to catrtasks
for others. We select one provider for a specific type of tast a
observe the evaluator's assessment of trust and perfomafrtbat
provider.

The evaluator uses a history of interactions for each pesviaisk
type to predict that provider’s likely future behaviour. \Wbserve
how the size of the history window affects the evaluator’'sisien
making when others’ behaviour changes. Tables 1 and 2 shew th
average number of cycles the evaluator takes to reach thetagd
behaviour of the target agent.

Table 1. Reliable to unreliable Table 2. Unreliable to reliable

Size  Average Duration Size  Average Duration
5 58.2 5 395.8
10 145.4 10 425.6
20 162.2 20 757.2
30 348.0 30 831.0

Tables 1 and 2 show that it takes longer for the evaluator ticeo
a change in provider behaviour with larger interaction windizes.
From these results, we expect that fewer failures will ocgben
the window size is smaller. In experiments where providéab@®ur
oscillates between good and bad , we also found that for enmvailih-
dow sizes, the evaluator reacts faster to changes. Figurevisshe
proportion of failed tasks for each window size.

0.8

Oscillating —
One change
0.7 |

0.6

5 10 20

Window Size

0.5

0.4

Failure Ratio

0.3

0.2

0.1

0
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Figure 1. Failure ratio where provider behaviour oscillates betwgeod

and bad, compared to one change from good to bad

A malicious provider can however exploit an evaluator's kma
window to fail some interactions, while keeping the numbeswe-
cessful ones high enough for the evaluator to predict hitahiéty
for that provider. We have set up an experiment where thecinal
provider fails an interaction with the evaluator every Gmactions.
For window sizes 5, 10 and 20, the failure ratios are similareund
0.16, while for the larger window size 30, we observe a sligt
crease in failure of around 3%. Compared to Figure 1, smafier



dow sizes are not beneficial in recognising some behavicamggs.
Hence, the evaluator needs to find the right balance betwdsgta
tion speed and guarding against such malicious behaviour.

4.2 Comparison of Evaluation Mechanisms

We have compared the effectiveness of using trust, and witist
reputation, against using single service characterigti@ number
of settings. Again, we use a population of 50 agents, half @t
are malicious. The simulation ran for 500 cycles with indiral task
execution taking several cycles, depending on executieedspnd
task duration. The set of agents offers the same task typastios
simulation runs, but agent behaviour varies in terms of byne
The experiments are set up to observe the performance afeeval

5 Conclusions and Future Work

From our experiments we observe that using trust and truabktrep-
utation to select providers gives better results in mostgahan us-
ing service characteristics only. In some situations, the of trust
together with reputation is an improvement over the use wsdttr
only. However, further experimentation is required to deiae the
circumstances in which the improvement is significant. Thiditp

to recognise different situations can help an agent to bdteide
which evaluation mechanism to use for the maximum benefies. W
have also considered how our model performs when agentgehan
behaviour. Our aim is to enable an evaluator to quickly idgtie-
haviour changes and adapt its strategy to maintain a higtesacate.

A smaller interaction window size enables the evaluatoetssess
trust quickly. However, in certain cases, malicious ageatsexploit

toral. Agental has a set of tasks to be performed and there are sevy,ig by periodically failing. The development of our modahd our

eral alternative providers. We look at three evaluation mmaesms

initial results, highlight many questions that must be ar®a for

thatal might use to assess providers: cost, trust and trust with répagactive use of trust and reputation. One important qoass how

utation. We consider the number of tasks generated that lreme
successful, unsuccessful or incomplete. These are pessasta ra-
tio of the total number ofi1’s tasks. If the evaluator adds a new task
type later in the simulation, it will have no previous intetians for
this task and so will ask for recommendations.

Figures 2 and 3 show representative results for the disimibof
task performance, where new task types are introduced gitini:
simulation. The ratio of success (Success), executionréa{Failed-
U), declined tasks (Failed-D) and any remaining tasks (Raimg)
is shown. The evaluation mechanisms are denoted as C, T afat TR
cost, trust and trust with reputation respectively. Theilltesare af-
fected firstly by the nature of the population, with more hsirop-
ulations giving higher success rates, as expect. In the afabéey-
ure 2 the evaluator was situated in a more cooperative enmieot.
The results also show that using trust or trust and reputatiprove
the success rate compared to using the service characge(istthis
case, cost). In cooperative environments there is a smaltove-
ment, while in less honest populations the improvement iseraiy-
nificant (Figure 3). Our results also show that dependingheren-
vironment, trust or trust and reputation may give the bestlteWe
are conducting ongoing experiments to identify the coodgithat
determine which method is best.

Success BRJ
Failed-U FEES
Failed-D [N
Remaining

Figure 2. Population set 1

Success BRR
Failed-U B
Failed-D [N
Remaining

Figure 3.

Population set 2

to balance the potentially conflicting features that anweaair needs,
such as the compromise between the speed of adaptivity &vioein
changes and guarding against malicious behaviour. Futorie will
consider how agents can achieve this balance, and will tigegs
the circumstances under which trust or trust and reputationld be
used.
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