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## Arithmetic Formula



$$
x_{1}^{2}+5 x_{2}
$$

VF consists of families of polynomial with polynomially bounded formula size.
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## Algebraic Branching Programs (ABP)



VBP consists of families of polynomial that have ABPs of polynomially bounded size.
ABPs with restricted edge labels [BIZ, J. ACM, 2016]:

* Weakest ABP: Edges are labeled by variables or constants.
* Weak ABP: Edges are labeled by simple affine linear forms $\alpha x_{i}+\beta, \alpha, \beta \in \mathcal{F}$.
* We use Weakest ABP.


## Width of an ABP

## Width of an ABP

The width of an ABP is the maximum number of nodes in a layer.


Here, the width is 3.

## ABPs and Matrix Multiplication

## ABPs and Matrix Multiplication



This computes the polynomial $x_{1}^{2}+2 x_{1} x_{2}+x_{2} x_{4}+x_{1} x_{4}+5 x_{1}+4 x_{2}+20$.
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## Background/Motivation

* ABPs are 'at least as powerful' as formulas.

Precisely, VF $\subseteq$ VBP.

* What if we restrict the width of ABPs to some fixed $k \geq 3$ ? $V B P_{k}$ consists of families that have width- $k$ ABPs of polynomially bounded size. $V^{\prime} P_{k}=$ VF [Ben-Or and Cleve, SIAM J. Comp., 1992].
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## Background/Motivation

* $\mathrm{VBP}_{2} \stackrel{?}{=} \mathrm{VF}$.
* The polynomial AW $=\sum_{i=1}^{8} x_{2 i-1} x_{2 i}$ cannot be computed by any width- 2 ABP [Allender and Wang, CC, 2016].
* $\mathrm{VBP}_{2} \subsetneq \mathrm{VF}$.

That is width-2 ABPs are 'strictly less powerful' than formulas.

* What if we allow 'approximation'?

Then, they become 'at least as powerful' as formulas ${ }^{1}$.
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Note: This is true for arbitrary field.
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Observe that $x^{n}$ needs only $O(n)$ matrices.
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Note that

* $Q(f), Q(g) \Longrightarrow Q(f+g)$ ?

Easy!

* $Q(f) \Longrightarrow Q\left(f^{n}\right)$ ?

Easy!

* Why is powering interesting?

Can this compute non-sparse polynomials?
Yes!

Observation: There is an $n$-variate polynomial over $\mathbb{F}$ with $2^{\Omega(n)}$ monomials that can be approximately computed using a sequence of $n^{\mathcal{O}(1)}$ matrices, when $\operatorname{char}(\mathbb{F})=2$.
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