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Abstract

Hand washing is a critical activity in preventing the spread of infection in
health-care environments. Several guidelines recommended a hand washing
protocol consisting of six steps that ensure that all areas of the hands are
thoroughly cleaned. In this paper, we describe a novel approach that uses a
computer vision system to monitor the user’s hands motions in order to en-
sure that the hand washing guidelines are followed. This work presents two
main contributions: a description of a system which delivers robust segmen-
tation of the hands using a combination of colour and motion analysis, and
the implementation of a multi-class classification of the hand gestures using
a SVM ensemble. The system performance is analysed and compared with
human performance, showing an accuracy close to that of human experts.

1 Introduction
Hand washing is widely acknowledged to be the single most important activity for re-
ducing the spread of infection in clinical environments. It is extremely important that
health care professionals use the correct technique. This means that no areas of the hands
should be missed. According to several guidelines [15] the correct hand washing proce-
dure should comprise six different poses as depicted in Figure 1:

Pose 1 Pose 2 Pose 3 Pose 4 Pose 5 Pose 6

Figure 1: Pose 1: Rub palm to palm. Pose 2: Rub palm over the back of the other one.
Pose 3: One hand over back of the other hand and rub fingers. Pose 4: Rub palm to
palm with fingers interlaced. Pose 5: Wash thumbs of each hand separately using rotating
movement. Pose 6: Rub finger tips against the opposite palm using circular motion.

In the last few years, several authors have addressed the problem of single hand ges-
ture recognition [16], and recently gesture recognition has been applied to hand washing
[7]. Among the wide range of vision-based hand gesture recognition techniques in the lit-
erature, we emphasize: Histograms of oriented gradients (HOG) have been used as feature



vectors in hand gesture classification [5]. Spatio-temporal hand gesture recognition using
neural networks has been introduced in [19] and [12], and recognition of gestures using
hidden Markov models (HMM) has been also widely studied [16],[18], [14]. In [10], a
robust hand posture detection method based on the Viola and Jones detector [20] is pro-
posed; in addition, a frequency analysis-based method for class separability estimation is
used and a comparison of non-cascaded and cascaded detectors is presented.

In this work, a novel system for hand washing quality assessment using computer
vision is proposed. Hands/arms segmentation is achieved by combining skin and motion
features to ensure a robust region of interest (ROI) selection process which is independent
of lighting conditions or reflectivity of the sink (ceramic, stainless steel, etc.). Distributed
HOG are used to create the feature vector which will be dispatched to the classifier. In
order to recognize the six different poses of the correct hand washing technique, a support
vector machine (SVM) [1] with a one-against-one multi-class approach is used.

This paper is organised as follows: Section 2 provides a detailed description of the
ROI selection process. The feature extraction method is described in Section 3, and the
description of the classifier used to recognise the different poses is shown in Section
4. The results achieved up to date and their comparison with human performance are
presented in Section 5. Finally, our conclusions and the description of our future lines of
research are presented in Section 6.

2 ROI Selection
To increase the reliability of the classification it is necessary to identify the hands in the
images and to locate a region of interest around the hands. This is important for both the
case when the hands are joined and when they are separate. This step is crucial, since both
the training and performance of the classifier depend on the manner in which the ROI is
calculated.

Typically in the case of an acquisition process obtained from a stationary camera,
background subtraction would be a good segmentation strategy. However, in this applica-
tion the foreground drastically changes the background, not only its intensity but also its
colour. With fixed lighting conditions in stainless steel sinks, for example, the hands/arms
may tend to be confused with background due to the multiple reflections and changes in
colour on the steel surface. In addition, adaptive background subtraction approaches ap-
pear not to improve the results because almost all the time the hands are moving around
the same area, and consequently the hands are gradually integrated with the background.
Accordingly, other techniques should be used. Hands/arms segmentation is thus posed in
this work as a problem which integrates both skin detection and motion analysis.

2.1 Skin Colour Detection
Skin detection plays an important role in several applications such as face detection,
searching and filtering image content on the web, video segmentation, face/head track-
ing, etc. In our case a non-parametric skin modeling with Bayesian models [9] is ap-
plied, in which the skin and non-skin colours are modelled through histograms. We quan-
tize the colour space RGB to a number of bins Nbins and count the number of colour
pixels in each bin Nskin for skin class as well as Nnon−skin for non-skin class. Finally
we normalise each bin to get the discrete conditional skin/non-skin colour distribution



P(rgb|skin)/P(rgb|non-skin) [9]. A skin binary map can be made upon a properly se-
lected threshold over the posterior probabilities obtained.

Although the described scheme can successfully deal with lighting changes, the vary-
ing lighting conditions of the wash hand basin requires a lightning compensation step in
order to achieve more robust estimates of skin tone. We propose the use of the grey-world
approach implemented by Chen et al. [6]. This method is based on the assumption that
the spatial average of surface reflectance in a scene is achromatic. Since the light re-
flected from an achromatic surface is changed equally at all wavelengths, it follows that
the spatial average of the light leaving the scene will be the colour of the incident illu-
mination. In addition, even though lighting compensation reduces the variability in skin
tones detected, there remains a significant challenge to robust segmentation in real world
situations, i.e., reflections due to stainless steel wash hand basins. This is a factor of both
the skin tones of the user and the lighting conditions, and an example of this can be ob-
served in Figure 2. In Figure 2 (a) reliable segmentation is achieved, while in Figure 2 (b)
additional light from a window produces certain reflections of the hands on the stainless
steel. Consequently, in situations where stainless steel wash hand basins are used, addi-
tional features are required to achieve robust segmentation. In our approach we propose
the use of features based on motion analysis.

2.2 Skin and Motion Segmentation
The idea on which our proposal for robust hand segmentation is based consists of com-
puting an overall image that integrates both skin and motion features. For each skin pixel,
which could be a false positive, we calculate the motion vector obtained by means of op-
tical flow analysis [13], after applying an average filter over the motion magnitude image.
If the averaged motion magnitude is greater than a fixed threshold TID the probability es-
timate is increased. If it is less than TID, then the probability is decreased. We implement

(a) (b)

Figure 2: Upper row: Original images. Lower row: Skin probability maps. (a) With
favorable, and (b) unfavorable lighting conditions.



this increase/decrease effect by means of the coefficients I and D, defined according to
the following equations:

I = IF (1− 1
exp( Mi−TID

0.5TID
)
); D = DF

1
exp( Mi

0.5TID
)

(1)

where IF and DF are the increase and decrease factors, Mi is the motion magnitude of
pixel i, and TID is the threshold value which decides if there is going to be an increase
or a decrease in the output image. The increase function should reach the maximum
value quickly, whereas decrease function must be less steep. This is because we want to
quickly highlight motion as soon as it is detected and penalise its absence more slowly.
Thus skin pixels due to metal sinks and specular reflections are slowly removed while
the hands/arms are correctly segmented only if they are moving. This architecture does
not resolve the issue of hand detection while the hands are not moving. However, in this
application the hands rarely stop moving and one can argue that if they do stop no effective
hand washing is being performed. Figure 3 shows a summary of the global architecture
described so far for the hands detection based on both colour and motion information.

Figure 3: Skin and motion detector for hands/arms segmentation scheme

Following detection, we apply a connected components analysis to identify the hands
and arms. Geometric analysis of the shapes leads to the computing of the location of
the boundaries of the ROI. Next, a region of interest covering the hands is selected. The
vertical symmetry axis is used for computing upper and lower boundaries, which are then
used for obtaining the lateral ones. This process is depicted in Figure 4.

3 Feature Extraction
Choosing discriminating and independent features is key to any pattern recognition algo-
rithm being successful in classification. We use local histograms of oriented gradients as



Figure 4: Hands ROI selection: First a vertical symmetry axis is obtained, then the vertical
bounds are delimited, and finally the horizontal bounds are obtained.

our single frame feature extraction method, which has reported good performance results
in recent applications [4]. The aim of this method is to describe an image by a set of
local histograms. These histograms count occurrences of gradient orientation in a local
part of the image. The procedure is a follows: First the colour image is converted to grey
level, then the gradient is calculated, and next the image is split into cells which are de-
fined as square regions with a predefined size in pixels. For each cell, we compute the
histogram of gradients by accumulating votes into bins for each orientation. Votes can be
weighted by the magnitude of the gradient vector, so that the histogram takes into account
the importance of the gradient at a given point.

Due to the variability in the images, it is necessary to normalise the cell histograms.
Cell histograms are locally normalised according to values of the neighbored cell his-
tograms. The normalisation is done among a group of cells, which is referred to as a
block. A normalisation factor is then computed over the block and all histograms within
this block are normalised according to this normalisation factor. We use the L2-norm
scheme:

v→ v√
‖v‖2

2 + ε
(2)

where ε is a small regularization constant needed because sometimes empty gradients are
going to be evaluated. Note that according to how each block has been built, a histogram
from a given cell can be involved in several block normalisations. Thus we are going
to have some redundant information which, according to the work of Dalal et al. [4],
improves the performance. Figure 5 shows a graphical description of this method.

When all histograms have been computed for each cell, we build the description vector
of an image by concatenating all histograms into a single vector. In order to compute the
vector dimension several parameters have to be taken into account: ROI dimension, cell
size, block size, number of bins and number of overlapped blocks. Joining together all
the elements described so far, the final recount of features is a follows: the ROI size is
128×128, each window is divided into cells of size 16×16 and each group of 2×2 cells
is integrated into a block in a sliding fashion, so blocks overlap with each other. Each cell
consists of a 16-bin HOG and each block contains a concatenated vector of all its cells.
Each block is thus represented by a 64 feature vector which is normalised to an L2 unit
length. Thus, in our case we have feature vectors of 3.136 dimensions. The following
chart summarizes the list of all the features included in the final feature vector:



Figure 5: HOG description, (a) original image, (b) grey image, (c) gradient image, (d)
HOG, cells distribution and blocks normalisation

CellsRow = 128/16 = 8 CellsCol = 128/16 = 8
CellsBlockRow = 32/16 = 2 CellsBlockCol = 32/16 = 2

OverlapBlocksRow = 8−2+1 = 7 OverlapBlocksColumn = 8−2+1 = 7
VectorDIM = 7∗7∗2∗2∗16 = 3136

4 The SVM Classifier Ensemble
The support vector machine classifier is a binary classifier algorithm that looks for an
optimal hyperplane as a decision function in a high dimensional space [1]. It is a kind of
example-based machine learning method for both classification and regression problems.
This technique has several features that make it particularly attractive. Traditional train-
ing techniques for classifiers, such as multi-layer perceptrons (MLP) use empirical risk
minimisation and only guarantee minimum error over the training set. In contrast, SVM
bases on the structural risk minimisation principle [1] which minimises a bound on the
generalisation error and therefore should perform better on novel data.

In order to perform the multi-class classification the one-against-one method is pro-
posed, with which k(k− 1)/2 different binary classifiers are constructed and each one
trains data from two different classes. In this application, there are 6 different classes
relating to the 6 different poses described in Figure 1, plus an additional complementary
class representing an indeterminate pose (with k = 7 we have 21 classifiers). In prac-
tice one-against-one method is one of the more suitable strategies for multi-classification
problems [8]. After training data from the ith and the jth classes, the following voting
strategy is used: if a binary classifier says that a given sample x is associated to class j,



then the vote for the class j is incremented by one. Finally, sample x is predicted to be in
the class with the largest vote - this approach is referred as the max-wins strategy [21]-.

5 Results
We tested our system in a database of hand poses which was built up in the following way:
We recorded 6 videos about 600 frames each (24 seconds long). Each video consisted of a
sequence of hands performing the movements associated to only one specific pose. Next,
the experts labelled each frame as pose 1 to 6, using the label 7 for the indeterminate
pose, and those frames in which the experts did not agree were rejected. Following, the
selected frames were analyzed by the ROI segmentation procedure described in Section
2, and all those frames in which the ROI could not be detected by the system because
the hands were not joined -basically at the start and at the end of the video sequences-
were rejected. The remaining frames -about a half of the original data set- constitute
the training set with which the SVM ensemble was trained. The test set consisted of two
videos of about 1 minute long in which the different poses were randomly visualized. The
3 experts performed a labelling of all the frames for these 2 videos, and all those frames
in which the experts did not agree were rejected. In addition, all the frames in which a
ROI was not segmented by the system were not taken into account. The remaining frames
(1449/1924 for video 1 and 1025/1309 for video 2) constitute the test set.

Skin and non-skin reference histograms were obtained from the open source filtering
Poesia project [17]. The project compiled 323 3D RGB histograms from the Compaq
database and left them available in two files, one for skin pixels and other for non-skin
pixels. Prior probabilities of skin and non-skin were assumed to be 0.4 and 0.6, which is
a fair approach of the average region covered by the arms within the region of analysis.
The segmented ROIs, from where features were extracted, were resized to a fixed size
of 128× 128 in order to have a normalised area of analysis. For the motion analysis
we applied the Lucas and Kanade approach [13] with a threshold value TID = 50 and a
window of 7 pixels for the average filter. We used the LIBSVM library [3] for building
up the SVM classifier ensemble with radial basis function (RBF) kernels. All the single
classifiers used a γ = 3.2e−04 as the RBF parameter, which was obtained empirically.

We can see the results after applying multi-classification with HOG features and SVM
classifier in Table 1. Although detection rate is low for the ”other poses” case, which is
reasonable taking into account that it is the class with higher variability, all the recom-
mended poses are classified with detection rates greater than 85%. Three of them are
classified with an accuracy greater than 91%, and the best classified class has a detec-
tion rate of 96.09%. The last row of Table 1 shows the inter-observer agreement as the
percentage of coincident labels assigned by different experts to frames of the same class,
which provides information about the intrinsic difficulty of each pose. The inter-observer
agreement was calculated in the following way: We take all the M1 frames labelled as
class 1 by Expert 1 and Expert 2 and we count the number of coincidences N1,2

1 . The
inter-observer agreement for Experts 1 and 2 in class 1 is calculated as the ratio N1,2

1 /M1.
We repeat the same procedure for Experts 2 and 3, and for Experts 1 and 3, and we average
the results (this same scheme is applied for the rest of the classes).

The results shown in Table 1 appear to confirm that the proposed approach behaves in
a similar way as the experts: Those classes which show the highest detection rate, as in the



Data sets Pose 1 Pose 2 Pose 3 Pose 4 Pose 5 Pose 6 Others
Training Data Set 638 780 594 977 902 1073 587
Test Data Set 488 414 360 456 477 358 304
Detection rate 86.07% 91.55% 94.72% 89.25% 86.37% 96.09% 61.84%
Inter-observer agr. 94.59% 97.71% 97.20% 97.53% 98.46% 97.43% 82.98%

Table 1: Detection rate for the different classes

case of Pose 6, tend to show a high expert agreement, and viceversa -both low agreement
and detection rate in Pose 7-, perhaps with an exception in the case of Pose 5. This fact
can be analysed in the distribution table of Figure 6 (a), in which the element in the row
i and column j represents the number of frames labelled by the human as Pose i which
were classified by the system as Pose j. The distribution matrix shows how most of the
misclassified samples of Pose 5 are voted for Pose 6 and the ”other poses” class. However,
the system appears to achieve a better generalization of Pose 6, since no misclassified
frames are voted for Pose 5 in this case. Figure 6 (b) shows the cluster representation
obtained using a self organizing map (SOM) [11] after a principal component analysis
(PCA) holding 95% of the eigenvector spectrum, which produces a 2D mapping from
the original feature space suitable for visualization purposes. Each sample in the data
set is associated to one cell. The coloured cells in the SOM represents hit histograms
of the different classes -the size of each cell being related to the number of samples in
the cluster-, while the grey scale represents distances between cells. The SOM shows a
clear cluster distribution, with several multi-class cells in the boundaries between clusters.
This fact make us think that a simpler classification strategy specifically focusing on these
regions could improve the classification results.

Figure 7 depicts an example of the single frame classification results in a given se-
quence. The detected class is shown with a number at the top left of each image. The
system correctly detects when the hands are separate or joined. Even with a single frame
approach the classifier correctly detects the transitions between poses, which are classi-
fied as the ”other poses” class (a video sample of the system output can be obtained via
web in the following link: http://www.cs.tcd.ie/VAMP/handwashing.avi).

(a) (b)

Figure 6: (a) Distribution table of the multi-class ensemble. (b) Cluster representation
using SOMs. The grey scale represents distance between cells and each color is associated
with a class-cluster. The size of each cell is related to the number of samples in the cluster.



Figure 7: A sequence of frames with their associated pose class.

6 Conclusions and Future Work
In this work we presented a hand washing quality assessment system which can be used
in hospitals, clinics, food processing industry, etc. One camera is placed over the sink fo-
cusing on the hand washing area. The system is implemented in a PC-based architecture
and the complete algorithm runs at an average rate of 20 frames/sec. Hands/arms are seg-
mented by means of skin and motion features. This segmentation process is robust against
specular reflections due to steel sinks, illumination changes, etc. A SVM multi-class clas-
sification scheme using 21 binary classifiers, combined with histograms of oriented gra-
dients locally distributed and normalised features, appear to yield very acceptable results.
Hand washing poses that can be either done with left or right hand (symmetric poses)
are correctly detected. The worst detected class is the one with higher variability (other
poses) which has a detection rate of 61.84%. The minimum and maximum detection rate
for the six poses are 86.07% (Pose 1) and 96.09% (Pose 6).

As a novel application, the outcomes shown in this contribution are encouraging re-
sults. However, several tasks are planned for the future: Hands/arms segmentation will be
improved to detect the hands even if they are not moving. The search of an optimal trade-
off between the discrimination power of the feature vector and its size is an important issue
in order to reduce the overall computation load in on-line systems. Single frame classifi-
cation can be improved by adding a multi-frame validation process, in which stochastic
models (hidden Markov models) could play an important role integrating sequence infor-
mation. The use of additional features, particulary those based on motion by means of
optical flow analysis and motion history gradients [2], are being investigated. Finally, al-
though the multi-class SVM ensemble appears to show good classification results, the use
of other alternatives with a lower computational cost are in our scope, looking forward to
integrate this application into a feasible low cost FPGA platform.
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