


40 Years of Processor Performance
“The path forward is domain specific accelerators” 
-- John Hennessy ERI 2018 





● Cray Shasta System providing 3-4x capability of Cori

● GPU-accelerated and CPU-only nodes meet the needs of large 
scale simulation and data analysis from experimental facilities

● >4,000 node CPU-only partition provides same capability as all of Cori

● GPU nodes: 4 NVIDIA GPUs each w/Tensor Cores & NVLink-3 and 
High-BW memory + 1 AMD “Milan” CPU

○ Unified Virtual Memory support improves programmability

● Cray “Slingshot” - High-performance, scalable, low-latency 
Ethernet- compatible network

○ Capable of Terabit connections to/from the system

● Single-tier All-Flash Lustre based HPC file system

○ 6x Cori’s bandwidth

● Delivery in late-2020



Kernel Benchmarks Application Benchmarks

Simple: Well defined & understood Complex: Direct workload relevance

HPL (Linpack)
    Top500 = FLOPs
    Green500 = FLOPs/Watt
HPCG, HPCC, NAS 

DOE/APEX - Sustained System Improvement (SSI)
DOE/CORAL - Scalable Science 
                         and Throughput Benchmarks
NNSA’s Cielo - Capability Improvement (CI)
NERSC - Sustained System Performance (SSP)
NCSA - Sustained Petascale Computing (SPP)

No prior metric explicitly addresses a heterogeneous system 
composed of a mixture of node types





MILC

StarLord

DeepCAM

GTC

“CPU Only”
(3 Total)



• SSP = #Nodes x ⟨ Perf_per_node ⟩

• CI = ⟨ Job_Size x Speedup ⟩

Speedup > 1.0
• SSI = ⟨ #Nodes x Job_Size x Perf_per_node ⟩ / ⟨ref⟩



              SSP = #nodes x ⟨ Perf_per_node ⟩

hetero-SSP =  ⟨ ∑partitions #Nodes x Perf_per_node ⟩



Circles represent a system with 
50% CPU nodes + 50% GPU nodes



Circles represent a system with 
50% CPU nodes + 50% GPU nodes
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fi,p:  p  i

hetero-SSP =  ⟨ ∑p          #Nodes x Perf_per_node ⟩
hetero-SSI  =  ⟨ ∑p  fi,p x #Nodes x Perf_per_node ⟩ / ⟨ ref  ⟩

{fi,p}
 𝚺p fi,p ≤ 1

hetero-SSI  ≥  hetero-SSP / hetero-SSPref



Circle denotes the system with 
maximum SSI

Hetero-
SSP

Hetero-SSI 
(naive)

Hetero-SSI
(optimized)



Circles represent a system with 
50% CPU nodes + 50% GPU nodes







ti ≤ ti
ref

N:  total nodes
i:   benchmark enumerator
ni:  nodes used
Fi:  flop count
ti:   walltime
ci:  capability factor ~ Fi / Fi

 ref 

Geometric Mean     
●  Preferred, not prescribed
●  FOM independence 
●  Historically consistent 

  with SSP
●  ⟨ xi ⟩ / ⟨ yi ⟩ = ⟨ xi  / yi ⟩





fi,p: fraction of partition p devoted to benchmark i

{fi,p}
 𝚺p fi,p ≤ 1

hetero-SSI  ≥  hetero-SSP / hetero-SSPref




