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Abstract

Colon cancer is a significant global health problem, and early detection is critical for improv-

ing survival rates. Traditional detection methods, such as colonoscopies, can be invasive

and uncomfortable for patients. Machine Learning (ML) algorithms have emerged as a

promising approach for non-invasive colon cancer classification using genetic data or

patient demographics and medical history. One approach is to use ML to analyse genetic

data, or patient demographics and medical history, to predict the likelihood of colon cancer.

However, due to the challenges imposed by variable gene expression and the high

dimensionality of cancer-related datasets, traditional transductive ML applications have lim-

ited accuracy and risk overfitting. In this paper, we propose a new hybrid feature selection

model called HMLFSM–Hybrid Machine Learning Feature Selection Model to improve colon

cancer gene classification. We developed a multifilter hybrid model including a two-phase

feature selection approach, combining Information Gain (IG) and Genetic Algorithms (GA),

and minimum Redundancy Maximum Relevance (mRMR) coupling with Particle Swarm

Optimization (PSO). We critically tested our model on three colon cancer genetic datasets

and found that the new framework outperformed other models with significant accuracy

improvements (95%, ~97%, and ~94% accuracies for datasets 1, 2, and 3 respectively).

The results show that our approach improves the classification accuracy of colon cancer

detection by highlighting important and relevant genes, eliminating irrelevant ones, and

revealing the genes that have a direct influence on the classification process. For colon can-

cer gene analysis, and along with our experiments and literature review, we found that

selective input feature extraction prior to feature selection is essential for improving predic-

tive performance.
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1. Introduction

With the contributions of advanced Machine Learning (ML) technologies, researchers are

breaking into healthcare and bio-inspired analysis in datasets of colon cancer cases, which

includes biomedical intelligence [1], precision medicine [2], and disease prediction [3]. The

wide range of ML models has broadened the scope of the learning process towards hybrid

model applications, for instance by integrating an ML model into an optimizer [4] in order to

broaden the studied domain, or by implementing physical systems criteria [5] (e.g., medical

relevance, context elevations) to remove the low-level hardware barriers of memory and

energy overfits.

Cancer research, in particular, is considered one of the most exciting potential areas for ML

applications, and intensive efforts have been made to discover possible methods of diagnosis

and treatment of cancer [6–8]. However, due to the challenges imposed by variable gene

expression, and the availability of open source cancer related datasets which exhibit a high

dimensionality, a transductive ML application (e.g., linear regressor [9], Support Vector

Machine (SVM) [10], Deep Neural Network (DNN) [11]) with minor feature pre-processing

(i.e., feature reduction), if not structured and personalized with the key gene drivers, the trans-

ductive learning will not be able to retrieve abnormal cells that express the origin of a tumour.

Therefore, the model will risk overfit of data, and the information needed for feature impor-

tance could be lost, because the pre-processing structure is not metadata organised with the

random growth and the uncontrollable development of cancerous gene features.

The development of microarray technology offers the opportunity for rapid and accurate

cancer detection [12,13]. Despite the merits of microarray efficiency in reducing the feature

space dimensionality, the promising results of diagnosing and sampling cancer tissues, in par-

ticular, are characterized by a small number of spots or probs (small samples of cancer tissue),

and external feature transformation techniques [14] and microarray techniques fail to exclude

unnecessary features, which result in a low prediction accuracy.

Here, we present a novel two-fold input feature pre-processing approach. The objective is

to improve the classification accuracy of colon cancer detection through highlighting impor-

tant and relevant genes. The purpose behind this model is to select the most related features

from the dataset as whole, and eliminate irrelevant ones. This will not only enhance the classi-

fication process, but will also show the genes that have direct influence on the classification

process.

The first phase of our model consists of feature extraction, which is done by Information

Gain (IG) coupled with the popular metaheuristic Genetic Algorithm (GA) used in cancer

research to cope with the large number of samples. The second phase is a method for pure

gene selection, in which the minimum Redundancy Maximum Relevance (mRMR) filter has

been coupled with Particle Swarm Optimizer (PSO) for redundant feature elimination, to nar-

row down the high complexity of the PSO algorithm. We expand the scope of colon cancer

analysis and show the effectiveness of our approach by considering three colon cancer related

datasets, then we evaluate our framework model based on the selected features on each of the

datasets. We justify the combination of IG-GA and mRMR-PSO according to the computa-

tional gaps of each investigated technique, and other criteria based on the feature dimensional-

ity, complexity of colon tissue and the feature subset optimization (see 2.3. Computational

gaps).

The rest of the paper is structured as follows: Section 2 consists of the background of our

study with the literature sources. Section 3 describes the related previous research work. Sec-

tion 4 reports the datasets used along with the experiments and some of the characteristics.

Section 5 shows the internal design of our framework and highlights the main development
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steps. While section 6 depicts the process of our conducted experiments, section 7 presents the

results of our model with the new proposed feature selection technology. Section 8 evaluates

our proposed model using the three datasets and a comparative evaluation with other works.

Section 9 draws conclusions and provides insights for future directions.

2. Background and literature review

ML is widely used in cancer research and has a high potential in various fields [15]. The use of

microarray technologies in cancer research, for extracting features prior to their selection,

especially for colon cancer gene classification, remains a hot research topic, due to the nature

of cancerous colon tissues and the careful gene selection. The classification of cancer genes

helps to improve patient care and supports people through improved quality of life [16–19].

Whereas, the main problem resides in their high redundancy and noise characteristics, which

have a negative impact on achieving the high accuracy of cancer classification.

Our research strategy identifies the main literature resources. Fig 1 illustrates the sources of

journal papers consulted throughout the study. A large number of papers about microarrays

have been reviewed, and which were identified from academic search engines, such as “Science

Direct”, while the journals in “Nature”, “PubMed” and IEEE Xplore were also searched to

cover the topic of ML with cancer research and colon research specifically.

2.1. IG, GA citations for cancer and colon cancer research

In Fig 2, we plot the number of citations including the proposed feature extraction techniques

used in this paper (i.e., IG, GA). We are interested in the publications with IG and GA cita-

tions, e.g., papers are published in “Nature” and “Elsevier” through the search engine of Scien-

ceDirect. We used the ASU system (Find Scholarly Works—Arizona State University (elsevier.

com)) and libGuide (Citation Count—Using Research Indicators—Library Guides at James

Cook University (jcu.edu.au)) for the quantitative analysis.

Fig 1. Method of journal papers’ selection.

https://doi.org/10.1371/journal.pone.0286791.g001
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Fig 2 shows that the number of publications targeting cancer research with ML application

has increased between 2015 and 2022, from 1400 to 3500, followed by an increase in publica-

tions for colon cancer from 450 to 1250 in the same period. Papers referring to IG have seen

an overall increase from 550 to 980, and a steady increase of published papers referring to GA

from 2000 to 3720. However, there was a remarkable decrease of published papers referencing

IG in 2019 (down from 670 to 340), which was followed by an increase of 980 cited papers in

2022.

2.2. mRMR and PSO citations for cancer and colon cancer research

Fig 3 shows the number of citations for the mRMR and PSO techniques, based on the research

in cancer and colon cancer, mainly from the journals in “PubMed” and “IEEE Xplore”. Fol-

lowing the logic of the previous illustration (Fig 2), and by considering the trend of released

papers, which relate to cancer research and colon cancer in particular, publications that refer

to mRMR have seen a slight decline from 400 to 340 between years 2015 and 2017, followed by

a sudden increase by the year 2022 (1040 publications). The number of PSO publications fol-

low a rising trend throughout the whole period (500-670-900-1850).

Overall, ML applications for cancer research, and colon cancer research in particular, have

been attracting a wide range of research communities over the decades. However, little

research work has addressed feature extraction prior to the selection phase. We take this chal-

lenge to investigate the accuracy and effectiveness of IG-GA and mRMR-PSO for the early

detection of colon cancer. To achieve this objective, we use different ML models with three dif-

ferent colon cancer related datasets.

Touchanti et al. [20] proposed a method based on feature selection for detecting colon can-

cer. Firstly, they applied the Relief Filter method to rank the genes based on their discrimina-

tory ability and used Recursive Feature Elimination (RFE) to select the best subset of gene

expression profiles. Secondly, they used Support Vector Machine (SVM) classification to pre-

dict colon cancer, a feed-forward gene selection technique in which two feature selection

Fig 2. Number of released papers targeting IG and GA for cancer research.

https://doi.org/10.1371/journal.pone.0286791.g002
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techniques are used in a sequence. The first technique selects the genes and inputs them into

the second feature selection technique. The selected genes are then classified by using linear

kernel SVM. Touchanti et al. [20] claimed a gene’s feature reduction resulted from the data

augmentation. However, they did not explicitly report the number of genes, neither the num-

ber of excluded nor the number of redundant features. Also, in their model design, the two

sub-phases for feature pre-processing–data cleaning and normalization–were not discussed.

Mufassirin & Ragel [21] proposed a technique based on a filter-wrapper approach using

machine learning methods. They had filtered the data using the class called GainRatioAttibu-

teEval (in Weka), then the gene subset results were evaluated using a wrapper method [21]. In

Mufassirin & Ragel’s study, four colon cancer genes had been selected for training ML models.

However, the genes had not been explicitly ranked, and the intermediate phase (i.e., Gene sub-

set) between the proposed filter and wrapper phases was not defined. Moreover, when measur-

ing the model accuracy with or without feature selection, it was not specified which gene

attribute among the four selected ones has been excluded or included in the study.

Salem et al. in [22] proposed a method which combines IG and Deep Genetic Algorithm

(DGA) approaches. IG was first used to select features, and then DGA was used for feature

reduction. Genetic Programming was applied as the classifier for seven different cancers,

including colon cancer. Authors in [23] suggested a new hybrid approach to overcome the

gene selection issue in cancer classification. They proposed an approach involving use of the

mRMR filter and used the binary black hole optimization algorithm (BBHA) to select the dis-

criminatory genes from cancer datasets before applying SVM as a classifier. Despite the explicit

gene ranking in [22], the feature dimensionality had been reduced after the necessary genes

were selected. The pre-selection step may reduce the important gene expression profile,

because the feature reduction will act on specific selected genes, not upon the whole input

space, which results in a reduced model accuracy of 85.48%. Therefore, the gene reduction

Fig 3. Number of released papers targeting mRMR and PSO for cancer research.

https://doi.org/10.1371/journal.pone.0286791.g003
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strategy needs to be proceed in the feature selection, in order to preserve the information car-

ried and shared among the important genes. Conversely, the mRMR-BBHA feature selection

adopted in [23] had not been framed within a designed model, which made the model’s pro-

cessing and execution phases difficult to be determined, i.e., either the mRMR technique

reduced the genes prior to their optimization, which is done by the BBHA, or the number of

features were missed.

Nazari et al. [24] had implemented the lightGBM based Relief Attribute Evaluation and

DNN based Relief Attribute Evaluation algorithms to classify colon cancer cells. Furthermore,

a study conducted by [25] introduced a hybrid ensemble deep feature selection, high-perfor-

mance filtering, and an ensemble learning strategy framework. Their model was applied over

colon and lung related cancer datasets. The ensemble learning technique proposed by [24,25]

showed a good gene expression approximation. However, the pre-classification phase, as pre-

sented in [24], including feature extraction, Principal Component Analysis (PCA) and nor-

malization, have either not been tested or justified by the authors. Therefore, the number of

features obtained at each step has not been reported. Authors in [25] claimed the use of power

spectral density for a pre-processing phase, which was followed by Artificial Bee Colony-Parti-

cle Swarm Optimization to improve the classification accuracy. However, there was no evi-

dence for reduced features, nor for the execution trace of the model.

Cahyaningrum et al. [26] introduced the use of the PCA technique to select the most related

genes and proposed the use of the Artificial Neural Networks (ANN) and GA hybrid method

for cancer classification. The reduction strategy adopted in [26] could be questioned due to the

non-quantification of selected or excluded features. Also, the GA algorithm is considered as a

post-learning phase, because it happens after the model’s training and testing, so that GA has

no impact on the input features. The low predictive accuracy (79.25%) and a slow Area Under

the ROC Curve—AUC convergence (82.86%) demonstrated the necessity of enhancing the

feature selection process to boost the model’s accuracy.

In addition, authors in [27] introduced a model to overcome the genetic data with high

dimensionality issue by applying the Random Subspace (RS) ensemble learning method to

five different ML algorithms, namely logistic regression (LR), decision tree (DT), SVM,

ANN, and the Bayesian logistic regression FSBRR algorithms. The authors in [27] have

tried to mimic the impact of different feature optimizers by defining a redundancy crite-

rion. But again, the model was built on top of uncertainty criteria, where feature redun-

dancy was not accounted for its true value, which abstracts the feature’s importance, i.e.,

whether or not a feature is carrying necessary cancer gene related information. Shafi et al.

[14] introduced a new model which is able to solve the high dimensionality issue and speed

up the selection process. They combined the “Mean Decrease Accuracy” (MDA), and the

“Mean Decrease Gini” (MDG) as feature selection methods into a well-known classifier

known as the Random Forest (RF). The method increases the classification accuracy of the

cancer. However, RF as well as K-fold do not provide global search-ability among the

important selected genes. The genetic information may be carried on top of genes that do

not express a high redundancy, but present a global connectivity that is determined through

a fine-tuning global research mechanism such as PSO. Moreover, the authors in [28] pro-

posed a Barnacles Mating Optimizer (BMO) algorithm augmented with Support Vector

Machines (SVM) for microarray gene expression profiling to select the most predictive

genes for cancer classification. The proposed model is tested on a binary and a multi-class

microarray dataset, and the results demonstrate the superiority of the BMO-SVM approach

over other meta-heuristic optimization algorithms. Another contribution done by [29] who

proposed a hybrid quantum-kernel support vector machine (QKSVM) with Binary Harris

hawk optimization (BHHO) called BHHO-PCA-QKSVMfor cancer classification on a
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quantum simulator. The study aims to improve cancer prediction performance using quan-

tum kernel estimation based on informative genes by BHHO. The colon and breast micro-

array datasets are used to evaluate the proposed approach’s performance, and the proposed

model enhances the overall performance of the two datasets. Another study presented by

[30] proposed a hybrid algorithm that combines Manta ray foraging optimization (MRFO)

and SVM to select the most predictive and informative genes for cancer classification. The

proposed technique was evaluated on binary and multi-class microarray datasets including

the colon cancer dataset and compared to other cancer classification algorithms. The results

show that the proposed technique achieves high accuracy with the fewest number of infor-

mative genes and little effort, making it a promising approach for cancer diagnosis.

Table 1 compares the previous related works based on the data collection technique, the

studied tumour, the representative cancerous genes, the feature selection strategy and the

respective accuracy of each dataset used, to name few.

2.3. Computational gaps

When it comes to feature selection, factors like feature dimensionality, biased features, opti-

mizers, etc., which represent a serious bottleneck towards an explainable and transparent fea-

ture selection. By the following, we want to emphasize the significance of the targeted feature

selection problem in this paper, we surround and justify the proposed techniques, and provide

a brief of scientific challenges related to the colon cancer research in particular.

Although Information Gain (IG) has been proven for an accurate feature selection, it fails

to cope with higher distinctive features. Because filter models, including IG in particular, are

known for a perfect separation of feature selection and the classification process, a natural bias

always dominates the training data, since a broad tree will be constructed to structure the high-

est possible values of an attribute. Therefore, the resulting classifier will perform poorly in pre-

dicting unknown instances, e.g., colon tumour detection in [22].

The Genetic Algorithm (GA) does not require highly distinctive features to perform well.

However, this makes GA hard to be implemented and adjusted to the study case, e.g., colon

tumour analysis [31–33]. Slow convergence time, initialization problems and local optima

optimizations are the common disadvantages of GA. Therefore, we have decided in this

research to combine GA with IG to cope with higher dimensionality, as well as the high dis-

tinctive colon tissue features by reducing the randomness of genetic feature subsets generated

from the GA, and improve the fitness of each binary set. This combination is also justified by

the trend of published papers (see Fig 2) targeting GA and IG.

In order to broad the search ability and selection done by GA, i.e., a feature subsets analysis

towards a global optimization, we use Particle Swarm Optimization (PSO). However, due to

the high dimensionality of colon cancer features, and because the generated features-subsets

which are imbalanced and uncorrelated to the colon cancer target variable. For that reason, we

implement the (minimum-Redundancy Maximum Relevance (mRMR) feature selector, in

which a relevance score is applied to calculate the correlation between the target variable and

other features, and a redundancy score to define a feature ordering and eliminate the redun-

dant, non-informative subset of features. However, we join mRMR and PSO because the con-

stituent genes of colon tissue have variant representative features (see Table 1), and the

segmented cell tissue provides multiple variants (e.g., TGFBR2, CSRP1, MYL9, etc.) which fail

to be locally scored with a high relevance and optimized. Thus, we use PSO for a global variant

subset optimization. As illustrated by Fig 3, there was a high correlation in the recent years

between released papers targeting colon cancer research and the ones using PSO, mRMR for

the feature selection purpose.
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Table 1. Comparison of the different parameters in previous work.

Author(s) Data collection technique Tumour related dataset

(s)

Feature selection

technique

Representative features Accuracy (%)

Touchanti

et al. [20]

Dataset extraction

+ sampling from a global

dataset.

Colon cancer:

2000 genes with 62 tests:

20 normal and 40

tumoral.

Features filtering using

Relief and

Recursive Feature

Elimination

Not mentioned 99.07

Mufassirin &

Ragel [21]

Not mentioned Colon: 2000 genes,

Breast: 24481 genes,

Lung:12600, Leukaemia:

7129 genes, Ovarian:

15154 genes

Most representative gene

subset based on a filter

approach + A wrapper

subset evaluator.

Colon cancer dataset: TGFBR2,

CSRP1, MYL9, GUCA2B

-Not mentioned for other types

of cancer.

95.16 with Colon cancer,

100 with Leukaemia,

89.69 with Breast,

97.04 with Lung Cancer and

100 with Ovarian.

Salem et al.

[22]

DNA microarray dataset as

input patterns.

Leukaemia: 7129 genes,

Colon: 2000 genes,

Central nervous system:

7129 genes,

Lung cancer-Ontario:

2880 genes,

Lung cancer Michigan:

7129 genes,

DLBCL: 7129 genes,

Prostate tumour: 12600

genes.

Information Gain (IG)

for feature selection then

Genetic Algorithm (GA)

for data reduction.

Leukaemia cancer: AML, ALL.

Colon cancer: GUCA2B,

TGFBR2.

Central nervous system:

survivors, failures genes.

Lung-Ontario: A distant

metastasis, disease-free.

Lung-Michigan: primary

adenocarcinomas samples, non-

neoplastic samples.

DLBCL: DLBCL, FL

morphology.

97.06 with Leukaemia.

85.48 with Colon tumour.

86.67 with Central nervous

system.

74.4 with Lung cancer-

Ontario.

100 with Lung cancer-

Michigan.

94.80 with DLBCL.

100 with Prostate cancer.

Pashaei et al.

[23]

GSE70768-9, GSE25136,

BPSO (4–2)/BBHA/SPLSD

microarrays for input genes

sampling.

Breast cancer: 24481

genes

Central nervous system:

7129

Binary Black Hole

Algorithm (BBHA)

+ Particle Swarm

Optimisation (PSO) (4–

2)

Breast cancer: AL080059,

AF055033,

Contig412_RC,

NM_018964

Central nervous system:

J02611_at,

HG2994-HT4850_s_at,

S71824_at,

M13194_at

92.16 with Breast cancer

and

99.33 with Central nervous

system.

Nazari et al.

[24]

Microarray from GEO, NCBI

databases.

Colon cancer dataset. RNA extraction from the

cancer tissue: PCA for

dimensionality

reduction, data matrix

normalization and

balancing.

Not mentioned. 100 with Colon cancer with

DNN application.

Talukdar

et al. [25]

Histopathological image

datasets (LC25000) have been

taken for lung and colon and

combine both (lung and

colon) cancer datasets.

Lung cancer: 4200

images.

Colon cancer: 2800

images.

Use transfer learning

coupled with a deep

convolutional approach

for feature extraction,

Lung Cancer: lung_aca, lung_n,

lung_scc

Colon cancer: colon_aca.

Colon_n.

99.05 with Lung cancer,

100 with colon cancer and

99.30 with Lung + Colon

cancer.

Cahyaning-

rum et al.

[26]

Microarray sampling of

cancer tissue.

Colon tumor: 2000

genes

Prostate tumor: 12600

genes

Lung cancer: 12533

genes

PCA dimensionality

reduction, eigenvalues

ordering, and then Min-

max normalization.

Positive vs negative, normal vs

tumor feature sampling for

Colon and Prostate tumor

datasets respectively.

Mesothelioma vs ADCA for

Lung cancer.

Improved accuracy reported

with 15 hidden neurons:

83.33 with Colon cancer,

76.47 with Prostate cancer

and 89.93 with Lung cancer.

Zhang &

Cao [27]

Not mentioned. Colon tumour: 2000

genes

Nervous system: 7129

genes

DLBCL-Stanford: 4026

genes,

P53 Mutants: 5409

genes,

Arcene: 10000 genes,

BRCA: 21548 genes

GBM: 18348 genes

TSP: 319 genes

filter feature selection

algorithm based on

redundant removal

(FSBRR).

Not mentioned. 92.01 with Colon cancer,

80.17 with Nervous system,

83.66 with DLBCL-Stanford,

94.31 with p5 Mutants,

855.67 with Arcene, 86.26

with BRCA, 82.03 with GBM

and 77.69 with TSP.

https://doi.org/10.1371/journal.pone.0286791.t001
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3. Dataset reporting

Biological Samples of colon dataset are normally collected from patients and then processed by

microarray technology to be ready for analysis. Currently, it is difficult to obtain the data on

the human genome from a central database [27,34–36]. However, there are many publicly

available genetic expression datasets that are commonly used in cancer selection and classifica-

tion experiments. In this paper, we collected the data from three publicly available colon can-

cer datasets.

The first dataset collected from Alon et al. [37] has been used in several studies of colon can-

cer [27,31,32,33,35,36,38–45]. The dataset is composed of 2000 genes (attributes) and 62 sam-

ples (cases) taken from colon cancer patients. This dataset was original composed of 6000 gene

expressions. However, 4000 genes were eliminated based on the confidence in the expression

levels measured. There are 40 samples categorized as abnormal cells (tumour biopsies), and 22

are normal cells (benign biopsies).

The second dataset collected from Notterman [46] has also been used in recent studies

[38,44,45]. This dataset is composed of 7457 genes (attributes), and 36 samples (cases) taken

from colon cancer patients. There are 18 samples categorized as abnormal cells (tumour biop-

sies), and 18 are normal cells (benign biopsies).

The third and last dataset collected from GEO at NCBI (Gene Expression Omnibus at the

National Centre for Biotechnology Information) [47] has also been used in recent studies [40].

This dataset is composed of 22278 genes (attributes), and 111 samples (cases) taken from

colon cancer patients. There are 56 samples categorized as abnormal cells (tumour biopsies),

and 55 are normal cells (benign biopsies). This dataset was collected and saved using MS

Excel, and then transformed using Python language. The details of the datasets are described

in Table 2.

In Fig 4 the number of samples from the first dataset is 62 distributed as 40 tumour tissues

and 22 normal tissues. This is an imbalanced classification distribution that may affect the

machine learning training model by a little skew or bias. To avoid this issue, different evalua-

tion techniques (such as recall, precision, and F1-Score) will be used in order to make sure

there will be no overfitting or underfitting for this dataset. The other two datasets are balanced

and ready to be pre-processed. However, in the second dataset (Notterman) [46] class labels

are ordered as the first 18 positive labels comes before the second 18 negative labels. In order

to avoid this issue and to make sure that there is no bias in the classification, we shuffled the

sample records.

PCA is a statistical technique that uses symmetrical transformation. The observations of a

potential correlation variable are converted to the values of a linearly uncorrelated variable,

called the main component (or sometimes called the principal modes of variation). PCA

applies to data tables that represent observations of several dependent variables that are gener-

ally intercorrelated. The aim is to extract relevant data from the data table and represent the

information in the form of a new orthogonal variable set.

Table 2. Gene expression datasets used in the investigations.

Type of Dataset No. of Genes across the samples Classification Type No. of Samples

Alon et al. (KentRidge)

[37]

2000 Tumour 62 40

Normal 22

Notterman

[46]

7457 Tumour 36 18

Normal 18

GEO at NCBI [47] 22278 Tumour 111 56

Normal 55

https://doi.org/10.1371/journal.pone.0286791.t002
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Fig 5 visualizes and identifies each colon tissue sample with different colours for an easy

observation. We can see how this method separates different types of tissue samples from each

set and how the use of PCA allows us to identify the data structure.

Fig 5 illustrates the sample data structure of dataset 1 (Alon et al. (KentRidge)) [37] from

different classes, which are not distinct, while the samples data structure of dataset 2 (Notter-

man) [46] from the different classes are more distinctive and easily separable. However, the

samples in the data structure of the third dataset (GEO at NCBI) [47] from different classes are

less distinctive.

4. Methodology

4.1 Feature selection algorithms

The main contribution of this research is the development of two phases model—HMLFSM.

The first one is composed of a feature selection algorithm prior to classification. The second

phase is to apply hybrid feature selection algorithms. The objective is to improve the classifica-

tion accuracy of colon cancer detection and to highlight important and relevant genes. The

purpose behind this framework model is to select the most related features from the dataset as

whole, and eliminate non-relevant ones. This will not only enhance the classification process,

Fig 4. Class label distribution for the colon cancer datasets.

https://doi.org/10.1371/journal.pone.0286791.g004

Fig 5. PCA for exploring the data structure of the datasets.

https://doi.org/10.1371/journal.pone.0286791.g005
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but also will show those genes that have direct influence on the classification process. In this

study we propose the use of the following feature selection algorithms because they showed

significant impact when applied to genetic data specially for the colon cancer datasets as stated

in section 2 earlier.

1. Information Gain (IG). Information Gain is a popular feature selection method that

assesses each feature’s relevance to the target variable. There are numerous factors that can

influence colon cancer, including age, gender, and lifestyle. We can identify the most relevant

features that contribute to the development and progression of colon cancer using Information

Gain. IG calculates the reduction in entropy (i.e., the amount of uncertainty or randomness in

the dataset) that results from using a particular feature to split the data into smaller subsets. IG

can be formulated as follows:

IG ¼ Entropy ðparentÞ � ½Weighted average of Entropy ðchildÞ�

For example, if we want to predict whether a patient has colon cancer based on their age,

gender, and lifestyle habits, Information Gain would help us identify which of these features is

the most informative for predicting the presence of colon cancer. It does this by comparing the

amount of uncertainty in the parent dataset (i.e., the entire dataset before any splits are made)

to the amount of uncertainty in the child datasets resulting from splitting the parent dataset

based on a particular feature. The feature that results in the greatest reduction in uncertainty

(i.e., the highest Information Gain) is considered the most relevant for predicting the target

variable.

2. Genetic algorithms (GA). Are a powerful optimization technique inspired by the natu-

ral selection process. They are especially useful for feature selection in high-dimensional data-

sets, where the number of features is larger than the number of samples. Using genetic

algorithms, we can efficiently search for the optimal subset of features that maximizes colon

cancer classification accuracy. The first step in applying GA to colon cancer classification is to

represent the genetic data as a set of binary strings. Each binary string represents a set of

genetic features that can be used to predict the presence or absence of colon cancer. The next

step is to create an initial population of potential solutions by randomly generating a set of

binary strings. Each binary string represents a possible combination of genetic features that

could be relevant to colon cancer classification. The population is then evaluated based on

how well each individual solution (i.e., binary string) classifies the genetic data. This evaluation

is done using a fitness function that calculates the accuracy of each solution. The most accurate

individuals (i.e., binary strings) are then selected as parents for the next generation. These indi-

viduals are subjected to genetic operators such as crossover and mutation, which introduce

variation into the population and create new binary strings. The resulting offspring form a

new generation of solutions that are evaluated and selected for the next round of reproduction.

This process continues until a satisfactory solution is found or a stopping criterion is met. The

final solution is the binary string that accurately classifies the genetic data with the highest fit-

ness score.

3. Minimum Redundancy Maximum Relevance (mRMR) and Particle Swarm Optimiza-

tion (PSO). Are two feature selection methods that have been shown to perform well.

mRMR selects features with high relevance to the target variable while minimizing feature

redundancy. PSO is a global optimization algorithm that can search the feature space effi-

ciently to find the best subset of features. We can improve feature selection performance and

classification accuracy in colon cancer by combining mRMR and PSO.

The mRMR algorithm computes two scores for each feature in the dataset: a relevance

score, which measures how much the feature is correlated with the target variable (i.e., colon
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cancer), and a redundancy score, which measures how much the feature is correlated with

other features in the dataset. The algorithm then selects the features with the highest relevance

and lowest redundancy scores to form a subset of informative and non-redundant features.

The PSO algorithm is then used to optimize the subset of selected features for classification

accuracy. PSO is a population-based optimization method that searches for the optimal solu-

tion by iteratively updating a set of candidate solutions, known as particles, based on their fit-

ness scores. In the context of colon cancer classification, the fitness score measures the

accuracy of a particular subset of selected features in classifying the genetic data. The PSO algo-

rithm seeks to find the subset of selected features that maximizes the classification accuracy.

The combination of mRMR and PSO involves iteratively selecting a subset of informative and

non-redundant features using the mRMR algorithm and then optimizing the subset using the

PSO algorithm. The process continues until a satisfactory subset of features is found or a stop-

ping criterion is met.

In summary, the implementation of these algorithms provides a robust and effective

approach to feature selection in colon cancer, assisting in the identification of the most rele-

vant features for accurate disease diagnosis and treatment.

4.2 System design

As presented in Fig 6, the process starts with the data collection as microarray gene expression.

Then the framework model is divided into two phases as follows:

1. In the first phase, a multifilter hybrid set of IG and GA feature extraction algorithms is

applied. The output of this phase is trained and tested using ML algorithms, then the results

are validated and recorded.

2. In the second phase, the mRMR algorithm is applied in addition to the multifilter hybrid

feature selection algorithms (IG + GA) to extract top features from the data set, then the

deep learning classifier is executed, and the results are validated and recorded.

Fig 6. The proposed framework model–HMLFSM.

https://doi.org/10.1371/journal.pone.0286791.g006
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However, a comparative study with and without feature selection has been carried out for

comparison, with same method tested using different ML algorithms. The proposed frame-

work model HMLFSM–Hybrid Machine Learning Feature Selection Model in Fig 6 consists of

5 steps:

• Step 1: Collecting the data from different resources (3 datasets) using microarray technology

• Step 2: Dataset pre-processing

• Step 3: Feature selection

• Step 4: Training and testing machine learning models

• Step 5: Performance evaluation and recording the results.

5. Experiments

To prepare the experiments, the following prerequisites–data preparation (pre-processing, in

addition to dataset reporting in section 4), environment set-up, and the execution process

arriving to the model design–are defined as follows.

5.1 Dataset preparation

The pre-processing of datasets (see section 4) is considered as an important step to work with

gene expression data. The colon cancer datasets are normalized to balance the intensity of

hybridization of each point of the data matrix, and then carried out so that each gene expres-

sion has a mean equal to zero and a variance equal to 1 [7]. We normalise the first two datasets

(Alon et al. (KentRidge) [37] and (Notterman) [46]), while the third dataset (GEO at NCBI)

[47], is already normalised in the source. However, the second dataset [39] is initially pre-pro-

cessed by eliminating any duplicated genes to keep only the unique ones, and then each array

is standardised into zero mean and unit variance [17]. 860 duplicates were found and

removed.

A problem that must be overcome in a genetic study is that the set of analysis data is small

relative to the entire genetic population. In addition, global genetic datasets are characterized

by “noise” and redundant information [14]. The use of feature filtering technology is consid-

ered as a way of solving this situation by preparing the raw data in an appropriate analytical

form.

Before conducting the classification process, the data must be split into training and testing

sets. It is important that a testing set be independent to enhance and improve the validity of

the classification accuracy and to validate the model [17]. In our experiments, we divided the

first [37] and the third [47] datasets into 70% of the samples for training and the remaining

(30%) for testing. This is because there were more samples in these datasets. On the other

hand, we applied 10-fold cross validation for the second dataset [46].

5.2 Environment set-up

The WEKA (3.8.5) machine learning workbench (https://ai.waikato.ac.nz/weka/) was used in

this research, since Weka resources provide extensive library for machine learning algorithms

as well as many techniques for data validation [38]. In addition, the Python programming lan-

guage was employed for data pre-processing and visualization. Various Python libraries have

been employed, including Scikit-learn and Matplotlib. Matplotlib was utilized to visualize the

data, while the Scikit-learn library was utilized for pre-processing and implementing machine

PLOS ONE HMLFSM

PLOS ONE | https://doi.org/10.1371/journal.pone.0286791 November 2, 2023 13 / 27

https://ai.waikato.ac.nz/weka/
https://doi.org/10.1371/journal.pone.0286791


learning algorithms. The computing environment used a PC with the Windows 10 operating

system, an Intel(R) Core (TM) i7 CPU and 16 GB of installed RAM.

5.3. Experimental design

The experimental process is composed of two phases using several ML algorithms for feature

selection and classification (Fig 6). The process is described below.

• First phase: a hybridisation between the Information Gain (IG) and Genetic Algorithm

(GA) models are applied after the data being pre-processed. The IG algorithm is imple-

mented to generate discriminatory scores for each gene and eliminating all zero-point genes

from the data set. Then, using GA, many information-rich genes are selected to optimize

datasets using informative and correlated genes. Finally, a list of the most common classifica-

tion algorithms (Decision Trees, Random Forest, Support Vector Machine, K-Nearest

Neighbours, Naïve Bayes, and the Deep Neural Networks) are applied on the selected data.

• Second Phase: The redundancy level is further reduced by minimum Redundancy Maxi-

mum Relevance (mRMR) algorithm in order to maximize the efficiency of gene selection

processes and keep only more relevant genes by searching for the optimised ones. The goal

is to minimize the number of analyses and reduce the amount of data “noise”.

6. Results and discussion

6.1. Number of selected features

Since the proposed framework model consists of two phases, Table 3 shows the number of the

most relevant features selected at each phase. By applying phase 1 the numbers of relevant fea-

tures selected were 68, 459, and 2206 for datasets 1, 2, and 3 respectively, thus reducing the

dataset sizes by around 96.6%, 93.8%, and 90.1% respectively. However, when phase 2 is

applied the numbers of genes are reduced to 22, 35, and 68 features, which represents almost

99%, 99.5%, and 99.7% of the original datasets, leaving only those relevant genes.

6.2 Model performance with (IG + GA) and (mRMR + PSO)

In this section, the classification accuracy and validation results for the proposed model are

presented and discussed.

• Dataset 1:

When applying the proposed model to the first colon cancer dataset (Alon et al. [37]), DNN

has a promising accuracy of almost (95%) with high Receiver Operating Characteristic (ROC)

area which plots the true positive rate (sensitivity) against the false positive rate. Figs 7 and 8

represent the prediction accuracies and confusion matrices, respectively, for the ML algo-

rithms applied to this dataset. Fig 9 presents the Area Under the ROC Curve (AUC) to evaluate

Table 3. The number of relevant genes (features) selected by the proposed model on each phase.

Datasets Complete Dataset Number of Selected Features

Phase 1:

(Hybrid IG + GA)

Phase 2:

Phase 1 + (mRMR-PSO)

Alon et al. (KentRidge) [37] 2000 68 22

Notterman [46] 7457 459 35

GEO at NCBI [47] 22278 2206 68

https://doi.org/10.1371/journal.pone.0286791.t003
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Fig 7. Classification accuracy for the ML algorithms applied to Dataset 1.

https://doi.org/10.1371/journal.pone.0286791.g007

Fig 8. ML confusion matrix for the ML algorithms applied to Dataset 1.

https://doi.org/10.1371/journal.pone.0286791.g008
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the classification performance of the ML algorithms applied to the same dataset. It measures the

probability that the model will correctly identify a positive example as having a higher predicted

probability of being positively compared to a randomly selected negative example. The AUC

illustrates how DNN has a high area of the curve while classifying the positive cases almost 1.

• Dataset 2:

When applying the proposed model to the second colon cancer dataset (Notterman) [46],

the reduced number of samples compared to the other two datasets prevented the accuracy

from being improved for the DNN and DT algorithms. We observe that SVM, NB, RF, and

KNN have the highest classification accuracy (97%). However, DNN still has promising accu-

racy results (94%). Figs 10 and 11 depict the accuracy and confusion matrices, respectively, for

the ML algorithms applied to this dataset, and Fig 12 illustrates the ROC measure for the classi-

fication of the machine learning algorithms applied to the same dataset. It is clearly noticed

that RF and DNN have a high area of the curve classifying the positive cases.

• Dataset 3:

When applying the proposed model to the third colon cancer dataset (GEO at NCBI) [47],

the NB and RF algorithms show the highest classification accuracy of almost 94%. Meanwhile,

Fig 9. ROC area for the ML algorithms applied to Dataset 1.

https://doi.org/10.1371/journal.pone.0286791.g009
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DNN and SVM report promising accuracy results (91%). Figs 13 and 14 present the accuracy

performance and confusion matrices, respectively, for the ML algorithms applied to this data-

set, and Fig 15 illustrates the ROC measure for the classification of the machine learning algo-

rithms applied to the same dataset. Finally, Fig 16 provides a summary of the performance.

The RF, DNN and NB have a high area of the curve classifying the positive cases.

7. Evaluation

The performance of the trained models has been evaluated using various evaluation methods,

such as the confusion matrix, which is used to compute the accuracy, recall, precision,

F1-Score, and Area Under the Curve (AUC). The accuracy of the classification system is sim-

ply the ratio of the number of cases predicted correctly to the total number of cases. Recall,

also known as sensitivity, is the ratio of the number of correctly predicted positive cases to all

observations of the actual class. The precision measurement shows the ratio of the number of

correct positive results to all positive results. The F1-score is calculated by applying weighted

averages on precision and recall. Since we have imbalanced dataset, then F1-score is com-

monly more valuable than precision because it takes both false positives and false negatives

into account [40]. Following are the equations to compute the evaluation metrics for perfor-

mance assessment used in the paper.

Accuracy ¼
TP þ TN

ðTP þ FN þ FPþ TNÞ
ð1Þ

Recall ¼
TP

ðTPþ FNÞ
ð2Þ

Fig 10. Classification accuracy for the ML algorithms applied to Dataset 2.

https://doi.org/10.1371/journal.pone.0286791.g010
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Precision ¼
TP

ðTP þ FPÞ
ð3Þ

F1 � Score ¼ 2�
Precision� Recall
Precisionþ Recall

ð4Þ

7.1 Model evaluation using (IG + GA)

Since the datasets are either balanced and imbalanced, we used accuracy, recall, precision,

F1-Score, and ROC metrics to assess the performance of the classification algorithms for the

three datasets. These output measures are extracted from the confusion matrix that is used to

evaluate the performance of the classifiers.

Tables 4–6 show results for datasets 1, 2 and 3 respectively. These results present the perfor-

mance analysis for classifying the data using a variety of machine learning algorithms when

applying the first phase, i.e., the multifilter hybrid feature selection (IG + GA) only. For dataset

1 (Alon et al. [37]), it was observed that SVM, KNN, and DNN showed good results with an

accuracy of 89.5%, and an F-Measure of 0.933, 0.933, and 0.9 respectively. However, for dataset

2 (Notterman) [46], the classifiers of SVM, NB, DNN, RF, and KNN were observed to have

good results with an accuracy of 97.2% for all of them, and an F1-Measure of 0.973. On the

Fig 11. Confusion matrix for the ML algorithms applied to Dataset 2.

https://doi.org/10.1371/journal.pone.0286791.g011

PLOS ONE HMLFSM

PLOS ONE | https://doi.org/10.1371/journal.pone.0286791 November 2, 2023 18 / 27

https://doi.org/10.1371/journal.pone.0286791.g011
https://doi.org/10.1371/journal.pone.0286791


Fig 12. ROC area for the ML algorithms applied to Dataset 2.

https://doi.org/10.1371/journal.pone.0286791.g012

Fig 13. Classification accuracy for the ML algorithms applied to Dataset 3.

https://doi.org/10.1371/journal.pone.0286791.g013
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other hand, dataset 3 (GEO at NCBI) [47], the classifiers of NB, DNN, and RF had shown

good results of almost 91%, with an F1-Measure of 0.923, 0.927, and 0.923 respectively.

7.2 Model evaluation using (IG + GA) and (mRMR + PSO)

Here, we evaluate our model on the three datasets respectively, using the proposed algorithms

(IG + GA) for feature extraction, and (mRMR + PSO) for pre-training selection.

Tables 7–9 report the performance results of our proposed colon cancer analytical model,

for datasets 1, 2 and 3 respectively. The same ML algorithms (i.e., SVM, NB, DT, DNN, RF,

K-NN) have been used to train the model and extract the predictive tumour genes, by using

both experimental phases. For dataset 1 (Alon et al. [37]), it was observed that KNN, SVM,

and DNN showed good performance with an accuracy of 84.2%, 89.5% and 94.7%, respec-

tively, with best F1-measure (0.89) for DNN. However, for dataset 2 (Notterman) [46], the

classifiers of SVM, NB, RF and DNN, were observed to have good results with an accuracy of

97.2% for all of them, and an F1-Measure of 0.973. For dataset 3 (GEO at NCBI) [47], the clas-

sifiers of NB and RF had the best performance accuracy (93.9%), with an F1-Measure of 0.95.

Fig 16 displays the ROC value and the AUC for all the three datasets by applying the pro-

posed model and the classifier algorithms. For the first colon cancer dataset (Alon et al.) [37],

the DNN, and NB have the highest AUC with 1 and 0.967 respectively for classifying the

Fig 14. ML confusion matrix for the ML algorithms applied to Dataset 3.

https://doi.org/10.1371/journal.pone.0286791.g014

PLOS ONE HMLFSM

PLOS ONE | https://doi.org/10.1371/journal.pone.0286791 November 2, 2023 20 / 27

https://doi.org/10.1371/journal.pone.0286791.g014
https://doi.org/10.1371/journal.pone.0286791


Fig 15. ROC area for the ML algorithms applied on Dataset 3.

https://doi.org/10.1371/journal.pone.0286791.g015

Fig 16. Summary of ROC area for the ML algorithms applied to all datasets.

https://doi.org/10.1371/journal.pone.0286791.g016
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positive cases. The second colon cancer dataset (Notterman) [46], RF, and DNN have the high-

est AUC of 1 and 0.988 respectively. Finally, for the third colon cancer dataset (GEO at NCBI)

[47], RF and DNN has the highest area under the curve of 0.958 and 0.947 respectively. In

summary, DNN and RF show promising classification and high-performance results com-

pared to other classifiers on different colon cancer datasets which can be used to detect and

classify tumor colon cancer tissues.

7.3 Comparative evaluation

Overall, the proposed two-stage multi-filter model is more accurate in prediction and the

number of selected genes than previous reported models, as illustrated in Table 10. For exam-

ple, our proposed model achieved 95% with dataset 1 for 22 genes; with dataset 2, it achieved

97% for 35 genes; and with dataset 3, it was 94% for 68 genes. The F-Score is a very good per-

formance measure for all of them.

Our results clearly demonstrate that our proposed two-stage multi-filter model outperforms

all of the previously reported models in Table 10 in terms of accuracy. For example, with data-

set 1, our proposed model achieved an accuracy of 95%, which is higher than all other models,

Table 4. Phase 1 performance measures for Dataset 1.

Dataset 1 Alon et al. [47]

Classifier Precision Recall F-Measure ROC Area Accuracy

SVM 0.667 1 0.8 0.933 89.5%

NB 0.5 1 0.667 0.917 78.9%

DT 0.429 0.75 0.545 0.75 73.7%

DNN 0.667 1 0.8 0.9 89.5%

RF 0.571 1 0.727 0.875 84.2%

K-NN 0.667 1 0.8 0.933 89.5%

https://doi.org/10.1371/journal.pone.0286791.t004

Table 6. Phase 1 performance measures for Dataset 3.

Dataset 3 GEO at NCBI [40]

Classifier Precision Recall F-Measure ROC Area Accuracy

SVM 0.857 0.9 0.878 0.835 84.8%

NB 0.947 0.9 0.923 0.958 90.9%

DT 0.941 0.8 0.865 0.823 84.8%

0.905 0.95 0.927 0.923 90.9%

RF 0.947 0.9 0.923 0.965 90.9%

K-NN 0.857 0.9 0.878 0.835 84.8%

https://doi.org/10.1371/journal.pone.0286791.t006

Table 5. Phase 1 performance measures for Dataset 2.

Dataset 2 Notterman [39]

Classifier Precision Recall F-Measure ROC Area Accuracy

SVM 0.947 1 0.973 0.946 97.2%

NB 0.947 1 0.973 0.972 97.2%

DT 0.944 0.944 0.944 0.929 94.4%

DNN 0.947 1 0.973 1 97.2%

RF 0.947 1 0.973 1 97.2%

K-NN 0.947 1 0.973 0.954 97.2%

https://doi.org/10.1371/journal.pone.0286791.t005
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including the highest accuracy of 93.6% reported by Shutao et al. [33]. Similarly, with dataset

2, our proposed model achieved an accuracy of 97%, which is the same as the highest accuracy

achieved by Rathore et al [45], but our model selected fewer genes [35] compared to Rathore

et al. (almost 60). With dataset 3, our proposed model achieved an accuracy of 93.9%, which is

considered a very good accuracy. However, no other studies had applied the same dataset in

previous research. The results show that our proposed model can achieve higher accuracy with

fewer selected genes, making it more efficient and cost-effective for gene selection in microar-

ray data analysis. Therefore, our proposed model has significant advantages over existing

state-of-the-art methods.

8. Conclusion and future work

In this research, we have designed, implemented, and evaluated an analytical framework

model for gene tissue classification using ML models. We have adopted a predictive strategy

that copes with the nature of the studied domain. The human genome is known to be highly

dense and diverse, which make the analytical features hard to be filtered and selected. Hence,

the random changing expressions of cancer genes and their unexpected growth make the ana-

lytical task even more challenging.

Our novel hybrid multifilter IG-GA feature extractor followed by mRMR-PSO have been

tested on three different colon cancer related datasets; to the author’s best knowledge, this

Table 7. Phase 2 performance measures for Dataset 1.

Classifier Precision Recall F-Measure ROC Area Accuracy

SVM 0.667 1 0.8 0.933 89.5%

NB 0.4 1 0.571 0.967 68.4%

DT 0.43 0.75 0.55 0.75 73.7%

DNN 0.80 1 0.89 1 94.7%

RF 0.50 0.75 0.60 0.89 78.9%

K-NN 0.57 1 0.73 0.90 84.2%

https://doi.org/10.1371/journal.pone.0286791.t007

Table 9. Phase 2 performance measures for Dataset 3.

Classifier Precision Recall F-Measure ROC Area Accuracy

SVM 0.947 0.9 0.923 0.912 90.9%

NB 0.95 0.95 0.95 0.946 93.9%

DT 0.941 0.8 0.865 0.823 84.8%

DNN 0.947 0.9 0.923 0.947 90.9%

RF 0.95 0.95 0.95 0.958 93.9%

K-NN 0.818 0.9 0.857 0.796 81.8%

https://doi.org/10.1371/journal.pone.0286791.t009

Table 8. Phase 2 performance measures for Dataset 2.

Classifier Precision Recall F-Measure ROC Area Accuracy

SVM 0.947 1 0.973 0.972 97.2%

NB 0.947 1 0.973 0.972 97.2%

DT 0.944 0.944 0.944 0.929 94.4%

DNN 0.944 0.944 0.889 0.988 94.4%

RF 0.947 1 0.973 1 97.2%

K-NN 0.947 1 0.973 0.954 97.2%

https://doi.org/10.1371/journal.pone.0286791.t008
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paper is the first one which combine three datasets for colon cancer gene analytics. We have

significantly excluded more than 99% of initial input features with a hybrid application. The

genetic information remained preserved through the selected features, which can be seen

throughout the rapid surge of the accuracy performance (95%, ~97% and ~94% accuracies for

the three datasets 1, 2 and 3 respectively). Our framework model–HMLFSM could be adapted

in medical practice such as the following.

• Cancer gene therapy selection, by considering the patient’s immune responses [50] or pre-

diction of response.

• Cancer gene tissue expression, which can be generalized to other cases, e.g., blood, kidney,

etc. A more abstract data extractor could be more suitable to ensure the domain adaptability

rather than microarrays.

• In addition to possible application of other learning models, e.g., RNNs, CNNs [51] to opti-

mize the gene tissue representation, and the wider approximation of activation functions.
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