
Evaluating an Automated Analysis Using

Machine Learning and Natural

Language Processing Approaches

to Classify Computer Science Students’

Reflective Writing

Huda Alrashidi, Nouf Almujally, Methaq Kadhum,

Thomas Daniel Ullmann, and Mike Joy

Abstract Reflection writing is a common practice in higher education. However,

manual analysis of written reflections is time-consuming. This study presents an

automated analysis of reflective writing to analyze reflective writing in CS educa-

tion based on conceptual Reflective Writing Framework (RWF) and application of

natural language processing and machine learning algorithm. This paper investigates

two groups of features extraction (n-grams and PoS n-grams) and random forest

(RF) algorithm that utilize such features to detect the presence or absence of the

seven indicators (description of an experience, understandings, feelings, reasoning,

perspective, new learning, and future action). The automated analysis of reflective

writing is evaluated based on 74 CS student essays (1113 sentences) that are from

the final year project reports in CS’s students. Results showed the seven indicators

can be reliably distinguished by their features and these indicators can be used in an

automated reflective writing analysis for determining the level of students’ reflec-

tive writing. Finally, we consider the implications of how the conceptualization of

providing individualized learning support to students in order to help them develop

reflective skills.
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1 Introduction

Reflection has been used in higher education to support students to become thoughtful

practitioners by enabling them to extract knowledge from their experiences [1–3]

and can support metacognition [1]. The disciplines of higher education have been

including reflection in some of their programs, for instance, teachers’ pre-service

training [4], medicine [5], management [6], and Computer Science (CS) [7–9].

Although the broad using reflection in higher education, students are lack of giving

personalised feedback to assist them in developing reflective skills [10]. This is

because the writing assessment nature that the time-consuming and labour intensive.

The focus of this research is on reflective writing in CS education. In terms of this,

Fekete [9] stated that ‘reflection is worth encouraging, for its indirect effect on the

technical skills and knowledge which are our ultimate purpose in teaching Computer

Science’ (p. 144). Reflection improves students’ awareness of how to learn from

situations, e.g., how to deal with a sequence of steps required to reach a certain goal

or how to identify the roots of a problem rather than concentrate on their feelings

about the problem [11].

Despite the widespread use of reflective writing approaches for assessment,

leading to the support of personalised learning [12], assessing reflective writing

remains a challenge [13–17]. Reflection assessment is labour-intensive when manual

content analysis [18] is applied to the task. Such assessment is employed to under-

stand how students reflect and to support their reflective practice [10]. Of course, the

fact that such assessment is so labour-intensive has led to the idea that automated

approaches might potentially have a role in achieving it.

Automated assessment methods which assess writing based on evaluating its

reflective content have generally used natural language processing (NLP) [12, 13,

15, 17, 19] to automate the utilization of a reflection framework. This research aims

to explore the automated assessment of reflective writing for CS education. This field

represents a significant challenge, due to the limited research which has taken place

with respect to automated methods for analysing reflective writing.

Little research has been undertaken on the automated assessment of reflective

writing. This present research aims to evaluate a system that undertakes the auto-

matic assessment of reflective writing for CS education using advanced methods of

natural language processing (NLP). This paper aims to (a) determine empirically

each indicator of reflective writing features by examining different linguistic groups

(unigram (word), bigram (word), trigram (word), unigram (PoS), bigram (PoS) and

trigram (PoS)) and (b) build and evaluate a machine learning approach for binary

classification for reflective writing in CS. The findings shed light on the structure

of CS students’ reflections and the first attempt to develop an automated reflective

writing assessment using advanced NLP and machine learning techniques to allow



Evaluating an Automated Analysis … 465

personalized reflection. The research question for this study is as follows: What are

the linguistic features which can be found in CS students’ reflective writings which

indicate the presence of each of the reflection indicators?

2 Literature Review

2.1 The Importance of Reflection in CS Education

Reflection is commonly described as evidence of understanding of one’s experiences

of the situation used to take action in the future [2, 20]. In CS education, various activi-

ties necessitate the application of variations on the common reflection processes, such

as judgment, evaluation, reasoning, problem-solving, and memorizing [11, 21–23].

Chng study indicated that it is necessary to teach problem-solving and reasoning

skills in the course of CS education to improve students’ awareness of how to learn

from a situation they are presented with [11]. Hazzan & Tomayko also showed

the importance of reflection in CS to support the student in the complexity in the

development of software systems, which requires the developer to improve their

understanding of their mental processes [23], and as this can be achieved by applying

a reflection approach, it teaches developers how to think effectively. For these reasons,

reflective writing is important in CS education.

2.2 Methods to Analyze Reflection

The reflective writing frameworks can develop different indicators in different fields.

such as medical education or teacher preparation [24–26], and along similar lines

[27–35].

There is variation in the ranges of characteristics covered by each indicator of each

framework, with some frameworks tending to combine two or more indicators into

one [36] or to divide what is generally one indicator into multiple sub-indicators [25,

35]. For example, Moallem’s framework focuses on the writers/students’ perspectives

by using indicators such as explore; imagine alternatives; and gain exposure (to a

variety of interpretive considerations in dialogue with others). On the other hand,

Babb, Hoda [36] use only one of their indicators to represent perspective.

In terms of CS, Alrashidi, Ullmann [37] proposed seven indicators (description

of an experience, understandings, feelings, reasoning, perspective, new learning, and

future action) of the conceptual RWF and the framework was empirically evaluated

[38]. These indicators are described in the following section.

The manual analysis of refection is time-consuming [10]. Of course, the fact

that such assessment is so labour-intensive has led to an interest in using advanced

methods of analyzing reflective writing [12, 13, 15, 17].



466 H. Alrashidi et al.

2.3 Automatic Method to Analyze the Reflection

The existing approaches to automatic reflection analysis can be classified into

keyword-based and machine learning-based approaches [12, 13, 39]. The keyword-

based methods depend on locating specific keywords in the input text as indicators

of reflection, using a keyword matching process. The presence/absence or frequency

of the keywords can be used to analyse input text using the keyword-based approach

[16, 40, 41]. Further, machine learning-based frameworks use existing classification

algorithms to find patterns associated with each indicator at the training stage and

then classify ‘unseen’ input texts using these mined patterns [12, 13, 15, 17].

Ullmann proposed a data-driven keyword-based technique for automatic reflec-

tive writing classification [12, 13, 39]. The datasets used were constructed from

the British Academic Writing English (BAWE) corpus [12, 13, 15, 17]—from the

health, engineering, and business fields. This majority voting system raised the reli-

ability yielded by Cohen’s κ from 62 to 92%. The approach used for determining the

keywords was based on log-likelihood, as discussed in Ullmann [42].

Lin et al. used a Chinese version of Linguistic Inquiry and Word Count (LIWC)

[41], a text processing tool that characterizes the words that are utilized in association

with different psychological and cognitive processes [43]—to identify the functions

of the words used in reflective writings. The results showed that the words designated

as indicators were the ones most frequently in the analyzed narrative.

Cui et al. proposed a framework, based on the LIWC list, for identifying the

most important words and phrases in terms of identifying each indicator in the

proposed reflection framework [16]. A total of 27 dental students’ reflections (using

six reflective statement types) over four years were employed to identify the required

features.

The LIWC dictionaries are not specific to one word that means a word can to more

than one group, such as the word ‘died’ appears in several categories in past tense

words, verbs, and death. Chung & Pennebaker pointed out that ‘NLP approaches will

outperform LIWC on many classification tasks’ in comparison to machine learning

algorithms [43]. A recent study by Liu et al. stated that ‘the use of only LIWC

emotional features is insufficient to detect the depth of the Feeling Factor’ (p. 12)

[44].

3 Methodology

3.1 Dataset

The dataset consists of sample texts that were collected from the projects of CS

undergraduate students in the UK university. The dataset used in this study—of

174 different reflective writing documents—was employed for use by coders for

the annotation. The data were collected from 174 third- and fourth-year CS student
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projects. These had been undertaken in the course of the academic years 2013 through

2016 at the author’s university and anonymized before analysis.

The unit of analysis was taken sentence of reflection as indicators can occur across

sentences as evidence of reflection [45]. The dataset was coded by three coders

until the reliability was stable at an acceptable agreement for three coders; using

Cohen’s κ for each of the seven binary indicators (presence or absent); as suggested

by Landis and Koch [46]: poor agreement results are indicated by a Cohen’s κ

below 0, slight agreement results are in the range [0–0.2], fair agreement results

are in the range [0.21–0.4], moderate agreement results are in the range [0.41–0.6],

substantial agreement results are in the range [0.61–0.8] and almost perfect results

are represented by a Cohen’s κ of above 0.8. The agreement between coders was

calculated as follows: when all the coders agreed on the same sentence this was

considered agreement, but when even just one coder did not agree on a particular

sentence, this was classified as disagreement.

Applying the conceptual RWF of 1113 sentences for the CS dataset, the agreement

between coders was calculated as the seven indicators achieved kappa statistic values

of between 0.46 to 0.75, and this range means moderate to the substantial agreement

[46].

3.2 Manually Analysis of Reflection’ Indicators (Content

Analysis)

Reflection’s indicators are used to assess the presence of each reflection’s indicator

based on the framework of Alrashidi et al. [37, 38]. The conceptual RWF is described

in detail with text examples.

The Description of an experience indicator occurs when the writer describes the

experience with no interpretation.

The understanding indicator is encountered when attempts are made to reach

an understanding of a concept or topic and/or an understanding related to personal

experience.

The Feelings indicator occurs when the writer has identified their thoughts,

feelings, and/or behaviours.

The Reasoning indicator emerges when in-depth analysis is made which leads to a

significant conclusion—i.e., a deeper understanding of the experience. The reasoning

indicator signifies that the writer has made an effort to explain the experience in

question.

The Perspective indicator occurs when the writer shows awareness of alternative

perspectives. For example, from the CS dataset, where the students show awareness

of their and/or others’ perspectives.

The New Learning indicator occurs when the writer describes what they have

learned from experience.
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The Future action indicator suggests that the writer would, given the same circum-

stances again, intentionally do something differently or that they would plan their

actions based on the new understanding that has resulted from considering and

reviewing the original experience.

Applying the conceptual RWF of 1113 sentences for the CS dataset, the agreement

between coders was calculated as the seven indicators achieved kappa statistic values

of between 0.46 to 0.75, and this range means moderate to the substantial agreement

[46].

3.3 Proposed Framework

The proposed automated RWF applying, the n-gram is used as it can encompass

the features that are commonly used in NLP which are particularly relevant for the

classification of the seven indicators. According to Jurafsky and Martin [47], the

n-gram model supports the processing of important kinds of features commonly

encountered in speech and language processing in general [48]. However, one of

the limitations of the n-gram model is the fact that the method is ignorant of the

grammatical nature of the text. Recently, a Part of Speech (PoS) n-gram model was

used extensively for text classification [49, 50].

In Fig. 1, to extract the relevant features from the input text, after the text has been

preprocessed, the text is tagged with its part-of-speech. Then, a set of features are
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Fig. 1 The automated reflective writing framework
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Table 1 The classification

steps
Component Description

Inputs Text, (coding the seven indicators for

training-only)

Ground truth Manual coding

Measurements Accuracy and Cohen’s κ

Comparison Performance of classifier (manual coding vs

automated coding)

extracted that allows for the analysis of the influence of these features on the indicator

classification and hence the results of the automated RWF processing. Two groups of

features are extracted, which are, n-grams (uni-gram, bi-gram and tri-gram) and PoS

n-grams (uni-gram, bi-gram and tri-gram). In Table 1, illustrates the classification

steps as input text until measuring the automated classification vs the manual coding.

Random forest is an ensemble classification technique that provides low-bias, low-

variance performance. It also allows for feature inspection by building multiple deci-

sion trees using random subsets of features on bootstrapped samples [51]. Previous

research has employed the RF algorithm as the best available for classification—

as compared to the rest of the algorithms [12, 15, 17]. This study applies the RF

algorithm.

Cohen’s κ is often used concerning the manual annotation in the educational area

to measure IRR (as between human assessors), while the F-measure and accuracy are

the most common measures used in automatic reflective writing assessment systems

[17]—in order to assess the performance of the machine learning algorithms applied.

Accuracy =
truePosi tive + trueNegative

truePosi tive + trueNegative + f alsePosi tive + f alseNegative
(1)

F − measure =
2 ∗ precision ∗ recall

precision + recall
(2)

Cohen′sκ =
relativeObserved Agreement − hypotheticalProbabilityOfChanceAgreemen

1 − hypotheticalProbabilityOfChanceAgreemen

(3)

In this study the automated RWF, a binary classification process is implemented

for each of the predetermined indicators. For each indicator, the inputs are classified

into the classes, 0 or 1 (absence/presence of the indicator in the text) in the breadth-

based form of the automated RWF task. For each input text, a feature vector based

on the extracted and reduced features is created.
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4 Results

Feature selection produces a set of features that can, potentially, be selected—one for

each indicator. This selected set of features is sub-grouped based on the feature type.

These are unigram (word), bigram (word), trigram (word), unigram (PoS), bigram

(PoS) and trigram (PoS).

4.1 Description of an Experience

The description of an experience indicator is often positively associated with some

PoS type features (unigram and bigrams); Using analysis of the dataset, it was discov-

ered that the first person pronouns ‘I’, ‘my’, ‘me’, and the third-person pronoun ‘it’

have a positive effect in terms of this indicator. This means that the presence of first-

person pronouns and third-person pronouns is associated with inputs that include

the text of a purely descriptive nature. Similarly, Birney [52] and Ullmann [12]

reported that the first and third-person pronouns can be found in the description of

an experience category.

4.2 Understanding

In the dataset, the word ‘expect’ was appeared only in the non-understanding exam-

ples (i.e., text items that were as not complying with the understanding indicator by

the expert), such as ‘this ended up being a lot of work which I was not expecting due

to the number of modules’, ‘…would work as expected and performed the required

role’. And ‘I learned how to deal with multiple deadlines in a way where you can

achieve the best expected results’. Besides, the understanding indicator is charac-

terized negatively by phrases such as ‘it would’, ‘for example’, and ‘gained further

knowledge’. In the dataset, there are text items involving such phrases which can

be characterized as non-understanding, such as, ‘I also gained further knowledge in

people skills; due to the situation’, and ‘For example, instead of a plain jar file’.

4.3 Feelings

Using analysis of the dataset, it was discovered that the bigrams of words (there being

353 of these) form the majority of the complete list of features. In particular, there

are the bigrams which include the sensing and thinking verbs that refer to mental

processes, e.g., ‘I think’, ‘I feel’, ‘I believe’, ‘I find’, I assume’ and ‘I realise’—in

their present tense and past tense forms. There are many instances of words/bigrams
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in the dataset which referred to negative feelings: such as ‘struggle’, ‘difficulty’,

‘negative’, ‘unfortunately’, ‘quite difficult’, and ‘conflict’. However, there were also

quite a few words/phrases which referred to positive feelings: such as ‘satisfy’,

‘excellent’, ‘good’, ‘appreciation’, ‘happy’, and ‘proud’. Such intuitions, which are

often encapsulated in expressions linked to feeling or thinking, can be a justification

for considering that a particular text is reflecting on something in order to gain greater

clarity.

Supporting evidence for the nature of these features as described above can be

found in Birney [52], Ullmann [12], Ryan [53] and Cui et al. [16]. Feelings are linked

to the use of pronouns: singular (I, my, me), plural (we) (as stated by Ullmann [12])

and sensing and thinking verbs (as stated by Birney [52] and Ryan [53]).

4.4 Reasoning

From the dataset, it was discovered that different bigrams of words also included

in these selected features have different effects: for example, the bigram ‘because

of’ has a negative effect in terms of identifying input with a reasoning label, while

the bigram ‘role within’ has a positive impact. In the dataset, there are some items

which include the phrase ‘role within’ that are classified positively concerning the

reasoning label, such as ‘adopting a different role within the group would have led

to a fundamentally different position for myself,’. Other items (other than the one

given above) which include the phrase ‘because of’ are classified as negative for the

reasoning indicator, such as ‘….this sprint cycle was hard to adhere to because of

time being focused…..’.

The best indicators were words unigram and bigrams specifying the presence of

causal links, such as ‘hence’, ‘result’, ‘due to’, ‘the fact’, ‘as this’, ‘such as’, ‘as my’,

‘and hence’, ‘this cause’, and ‘result of’. These words and phrases evidenced that

students were using causal links in their reflective writing, so adding explanation

(Birney [52]; Ryan [53]).

4.5 Perspective

From the dataset, the word ‘question’ is a feature that was selected concerning the

perspective indicator. It has a positive influence in terms of identifying input text

items that comply with the perspective indicator. This is the case also with the word

‘would’ and some phrases involving this: ‘would also’, and ‘would have’, among

others. Adverbs in general also have a positive influence. In the dataset, there are

examples of the use of such constructs as, ‘If I could do anything differently, I would

have chosen a clearer project title sooner, ….’, ‘….Given my intense interest in this

topic, I really hope I have the opportunity to go back and answer those questions’,
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and ‘Being able to discern helpful materials from the outset would have saved a

considerable amount of time throughout the project’.

Expressions of ability may use modal verbs and phrases. The students are usually

using the adjective ‘able’ to express their ability to do something.

Finally, this pattern of findings (as discussed above) is consistent, in technological

terms, with Ullmann [12] results, and in theoretical terms, with Birney [52]; Ryan

[53]. Ullmann [12], in particular, found that the automated detection of reflective

writing concerning the perspective indicator showed evidence of the use of first- and

third-person pronouns.

4.6 Future Action

From the dataset, auxiliary verbs such as ‘would’ can be used to talk about the past,

and about the future in the past, or something desired but not actual at present, or

about an imagined situation in general. Also, the word ‘will’ can be used to describe

something that is to take place in the future, though it can refer to the past or future

depending on the context.

In the dataset, the texts ‘In the future, I would definitely take a more proactive

role in ensuring the health of the group as a whole’ and ‘If I were to complete this

research project again ……’ can have a positive future action label assigned to them

based on the words and phrases.

These findings relating to the future action indicator are aligned with those

of Birney [52], Ullmann [12], Cui et al. [16] and Jung and Wise [17]. These all

found that the use of the future tense and first-person pronouns evidence a consid-

eration, by the student, of their future actions as moderated/modified by the lessons

gained from the experience being described.

4.7 New Learning

From the dataset, The verb ‘learn’ can be used to refer to what the student has learned

from an experience. However, the word was found in different tenses and parts of

speech forms, such as ‘I have learned’, ‘the learning outcome’, ‘managed to learn’,

‘author has learned’, ‘lesson I learned’ ‘was learning through’, and ‘learned about

java’. Additionally, the phrases, ‘teach me’ and ‘taught me’ can be used to refer to

gain in knowledge.

The first-person singular pronouns, ‘I’, ‘my’, and ‘me’ had a positive influence

on the detection of the learning indicator, which means that the presence of the first-

person pronouns is associated with inputs that can be labelled with the learning indi-

cator. Similarly, Birney [52], Ullmann [12] and Jung and Wise [17] found empirical

evidence that the use of first-person pronouns can provide evidence of learning.
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Table 2 Performance of

random forest algorithm for

each indicator

Indicator Accuracy Kappa

Description of an experience 0.80 0.43

Understanding 0.84 0.17

Feelings 0.75 0.51

Reasoning 0.75 0.51

Perspective 0.85 0.35

Future action 0.96 0.53

New learning 0.93 0.67

5 Evaluation Results

As given in Table 2, using random forest can improve the performance of n-grams

and POS-n-grams features that showed straightforwardly to be effective in various

text classification models. The classification model for reflective indicators showed

slight to substantial performance (κ = 0.17–0.67). Future action and New learning

classifiers had the highest accuracy (0.96 and 0.93) and the best performance (κ

= 0.67 and 0.53), while Feelings and Reasoning classifiers performed moderate

kappa by 0.51 aligned with the accuracy performance (≧0.75). The Perspective and

Understanding classifiers had a high accuracy above 0.80, but the kappa had slight

to fair (0.17 and 0.35). Accordingly, combining different types of features in the

proposed framework improves the results. Different features need to experiment

with a different field and with different inputs.

6 Discussion

RQ: What are the linguistic features which can be found in CS students’ reflective

writings which indicate the presence of each of the finding’s reflection indicators?

The two types of linguistic features have been used for predicting/detecting the

reflection indicators. These features were shown to be effective in predicting the pres-

ence or absence of the pre-determined indicators (i.e., description of an experience,

understanding, feelings, reasoning, perspective, new learning, and future action).

Compared to the state-of-the-art, our automated RWF captured a wide range of

features and obtained good results using features that had not previously been tested

in relation to any similar task. Kovanović et al. [15] used three types of features,

n-grams, LIWC, and Coh-matrix Ullmann [12] used uni-grams only while Jung and

Wise [17] used features that were extracted based on LIWC only.

It is worth noting that our findings relating to the indicators are well aligned with

the theoretical and technical literature concerning reflective writing. These findings

have shown that many different linguistic features are useful for detecting indicators

and that therefore analyzing these features may lead to a greater understanding of
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the nature of the various levels of reflective writing and their characteristics. And

these findings/features were indeed examined here in order to demonstrate the kind

of value this kind of study can have in terms of highlighting potential areas for future

investigation.

The features identified by the system for each indicator are generally different from

those for any other indicator, but there is also some overlap of linguistic resources and

terms with respect to the indicators. For example, the singular first-person pronoun

is one of the top features for all the indicators. It was also found that verbs such as

thinking and sensing were important for several indicators. The findings relating to

first-person pronouns and the thinking and sensing words were investigated empiri-

cally as important features of reflection; this investigation was based on the theoretical

literature of Birney [52], and the empirical evaluation incorporated in the reflective

writing and technical literature analyses of Ullmann [12] and Jung and Wise [17].

These findings with respect to the thinking and sensing words and phrases suggest that

such can be used to foster students’ reflections which are conditional upon and require

thinking [54]. Regarding the description of an experience indicator, the first-person

pronoun and the third person pronoun are important for identifying this indicator.

These pronouns can be used to describe who was involved in the experience.

Further, both the understanding and the feelings indicators exhibit similarities in

terms of the use of linguistic features such as the subordinating conjunction, ‘that’,

the auxiliary verbs (to be, have), adjectives, the past tense, and the thinking and

sensing words (understand, think, feel, believe, relies on, etc.). These findings align

theoretically with both Birney [52] and Ryan [53] who focused on manual analysis,

and technically (in terms of features for machine learning) with Kovanović et al.

[15], Ullmann [12], and Jung and Wise [17].

The use of n-grams and PoS (n-grams) showed great potential for making intuitive

sense of reflective writings. These kinds of feature are linguistically based and so

refer to well-established linguistics concepts. The features we mostly used were ones

that have been widely seen in literature: the first-person pronoun, the sensing and

thinking verbs and phrases (e.g., believe, see, feel), the causal links and phrases (i.e.,

because of, as a result, due to), and future and past words and phrases. The use of PoS

tagging allowed differentiation of reflection indicators via the consideration of the

syntactic relationships between the words and phrases in the sentences [14, 15, 17].

Random forest models showed a good performance in the majority of the indicator

as it was outperformed other approaches of reflection classification tests, according

to earlier research Kovanović et al. [15], Ullmann [12] and Cui et al. [16].

7 Conclusion

This paper makes two significant contributions. Firstly, we developed the automated

reflective writing classification for students. The classification model for reflective

indicators of random forest reached an accuracy of 0.96 and substantial performance

(κ = 0.67), which is regarded as a moderate level of agreement. The application of
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n-grams and PoS n-grams features shows considerable potential for understanding

students’ reflective writings, which are constructed using well-established linguistic

for psychological processes.

Secondly, our study provides an evaluation of the linguistic features of the seven

reflection indicators based on Alrashidi et al., [37, 38]. The features we mostly used

were ones that have been widely seen in literature: the first-person pronoun, the

sensing and thinking verbs and phrases (e.g., believe, see, feel), the causal links

and phrases (i.e., because of, as a result, due to), and future and past words and

phrases. The use of PoS tagging allowed differentiation of reflection indicators via

the consideration of the syntactic relationships between the words and phrases in the

sentences.

Lastly, our findings demonstrated some advantages of using the reflection in a

specific context that captured a different kind of linguistic features for each indicator

for CS students reflective writing. In the future, we will focus on examining more

linguistic features in order to capture a specific semantic for each reflection indicator.

We also will focus on developing our tool by using advanced techniques such as data

mining.
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