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Abstract- We propose a multi-agent educational system to
support programming learning with program visualizations.
Current program visualization tools lack sensitivity to
learners’ growth of expertise and other important contextual
factors influencing the learning process. Combining an
agent-based intelligent system with a program visualization
environment is a potential solution to the problem. We
propose the architecture of such a system and discuss its
potentials and drawbacks.

I. INTRODUCTION

Program visualization (PV) systems have been used to
support the understanding of programming concepts in
novice-level courses. Often using animations, these
systems aim to support students in understanding the
control and/or data flows of an algorithm or a program.
However, empirical evaluations of these systems have not
uniformly shown a positive effect on students’
understanding [14]. One of the reasons 1is that
visualizations were designed to fit the mental models of
experts instead of those of novices. Another reason is that
they do not offer any support for the learner’s learning
style.

In our previous work, we have performed a critical
analysis of current PV systems [1] and have developed a
multi-agent educational system [27][28]. In this paper, we
review the present state of the research into agent-based
educational systems and discuss current PV tools. We
argue that the lack of contextual sensitivity can be a
reason for a particular failure of previous PV systems. To
overcome this problem, we present the design of an
intelligent, agent-based tool to support program
comprehension.

The rest of this paper is organized as follows: in the
next section we introduce the idea of using agent-based
systems to support adaptivity in education, and then we
discuss some aspects of current PV tools. A multi-agent
system is described, and we then discuss how the agent-
based systems are linked with PV tools. Finally, we
discuss the directions of future research of smart
educational tools and present final conclusions.

II. AGENT-BASED EDUCATIONAL ADAPTIVE SYSTEMS

A. Agent Technology

Depending on the roles that agents take in their
deployed environments, their abilities may vary
significantly. However, we can still identify essential and

commonly agreed properties of agents, namely: autonomy,
proactiveness, responsivity, and adaptivity. Additionally,
agents should also know users’ preferences and tailor
their interactions to reflect these [15]. It is generally
accepted that an agent is an entity that is capable of
carrying out flexible autonomous activities in an
intelligent manner to accomplish tasks that meet its design
objectives, without direct and constant intervention and
guidance of humans.

Multi-agent systems contain many agents that
communicate with each other. Each agent has control over
certain parts of the environment, so they are designed and
implemented as a collection of individual interacting
agents. Luck ef al. [18] remark that “Multi-agent systems
provide a natural basis for training decision makers in
complex decision making domains [in education and
training]”.  Furthermore, —multi-agent systems can
substantially contain the “spread of uncertainty”, since
agents typically process information locally [12]. In the
context of our education system architecture, agents
provide means to manage the complexity and uncertainty
of the domain.

B. Agent-based Educational Adaptive Systems

In the context of adaptive education, agent technology
can provide a dynamic adaptation not only of the domain
knowledge but also of the behaviour of individual learners,
and has already been used in a number of educational
tools. However, most systems incorporating agent
technology, such as [3][6][22][24][26], have decoupled
the agents from the pedagogical foundations of the system.
Existing systems tend to emphasise a particular aspect,
such as training, group work, or human resources
requirements. Beer and Whatley [3] report the initial
design of agents to support students undertaking group
projects in health care education. For each group of
students, they provide a local agent to monitor the project,
and enhance the communication between members of the
group. The use of agents is emphasized as providing
dynamic support for synchronous collaboration.

Each of the current approaches has its individual ways
of organizing the learning materials, and few have
considered the effect of different learning styles. For
example, in Shang er al.’s system [26], the student’s
learning styles are stored in personal agents at the
beginning of a student’s use of the system, and are not
changed dynamically during the learning process.
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However, learning styles will change during the time
students are using the system. In our proposed multi-agent
system, students’ learning styles are updated during the
learning process. Shang et al. [26] organize agents
according to different courses, while Boicu et al. [6] use
agents that are implemented according to specific learning
topics. In our system, however, the agents are
decomposed by their function in the teaching and learning
process. The use of learning objects in such systems is
rare, although the technology has begun to be used in non-
adaptive training software. Garro and Palopoli’s [11]
system is designed to assist finding appropriate employees
and measuring the skill gaps between the employee and
the requirements of the organisation from a human
resources perspective.

III. PROGRAM VISUALIZATION

Programming is certainly a cognitively demanding
problem-solving activity requiring knowledge and skills.
Central to programming is program comprehension, the
ability to understand programs written by oneself and by
others. Novice programmers often have no idea about
what are important aspects of programs; they lack the
domain knowledge and skills. As in other fields, to
become a successful programmer, the student has to gain
competence by deliberate practice [9]. However, as the
programming domain involves complex relations and
dependencies often unseen by novice programmers,
teaching and learning programming need to be supported
by proper tools, which assist students in creating viable
mental models of programs and programming concepts.

Many PV tools have been developed to support the
teaching and learning of programming, however
evaluations of such tools are not uniformly positive [14].
Beside methodological problems of empirical evaluations
[20], the reasons for these findings may derive from the
facts that (i) the tools and visualizations are constructed in
a uniform fashion and (ii) the visualization systems do not
allow for enough interaction between the learners and the
visualization. It has been claimed [4] that visualization
design has to be appropriate to the learner’s experiences
and learning style. Furthermore, learners have to be taught
to use the visualization. A recent analysis of the current
PV tools performed by Bednarik et al. [1] suggests that
some of the mentioned problems may be overcome by
integrating PV tools with intelligent adaptive frameworks.
To demonstrate how the possibilities of a smart learning
environment could be exploited using a current system in
use, we selected an existing PV tool, Jeliot 3.

A. Smart PV systems

As PV tools have been researched for several decades,
many tools have been developed. For example, Javavis
[23], Jive [13], and DDD [30], are tools that automatically
visualize the programs data flow and part of the control
flow during program execution, while the visualizations
in Dynalab [7] and PlanAni [25] concentrate on variables.

In the context of PV, there have been a few attempts to
support the learner with agents and adaptivity. Seal [19]
makes use of social agents to support the understanding of
the PVs. Social agents discuss with the user how the
visualization proceeds and whether the results of the
visualization are as expected. Moreover, in problem
situations the agent tries to explain what went wrong.
WADEIn [8] adapts the level of details in the
visualization to the understanding of the learner. The
learner’s knowledge in terms of elementary units of the
programming language is monitored and the information
is stored into a centralized user model repository. The
adaptive system adjusts the steps in the animation of an
algorithm to focus on elements that are not yet understood
as well as the other parts. However, both of these systems
are very limited in the scope of use. WADEIn can be used
only to visualize expression evaluation in C and Seal to
visualize a very limited pseudo-code language.

A different approach is taken in Jeliot I [29] where the
visualization is made adaptable and users can modify the
visualizations to make it better fit into their mental model
of the program. This can be achieved by changing the
visualization parameters of the visual objects (i.e.
variables). For example, the shape, color, and style used
in the visualization can be changed. This is definitely one
way to support learners, but may be found too difficult to
grasp by the novices in programming [17].

B. Jeliot 3

Jeliot 3 (see Fig. 1) is a typical PV tool developed to
aid novices in creating of viable mental models of
computation [19]. The tool creates dynamic visualizations
of user-written Java programs, supports object-oriented
programs, and allows users to pause and step through the
animation or to set break points. Jeliot 3 and its
predecessors have been evaluated in several empirical
experiments in teaching [17][5] and in laboratory settings
[2]. Due to the open architecture, Jeliot 3 is a suitable up-
to-date tool that easily allows for integration with other
platforms and environments.
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Fig. 1. Interface of Jeliot 3.
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IV. THE MULTI-AGENT SYSTEM

Agent-based technology has been adopted by few PV
systems, and the use of such technology is a means of
delivering PV systems within an intelligent adaptive
framework.

A multi-agent system is a system that contains several
software agents that communicate with each other. Each
agent has control over certain parts of the environment,
and they are designed and implemented as a collection of
individual interacting agents. Our system is functionally
constructed by five agents; the Student Agent, Record
Agent, Modelling Agent, Learning Object Agent, and
Evaluation Agent. Each agent is designed to satisfy a
certain functional requirement that contributes to the
purpose of the overall learning system that is to provide
dynamic and adaptive learning materials to individual
users.

The Student Agent is responsible for communicating
with students; the Record Agent maintains information
about each student; the Modelling Agent creates models
of students’ skills and learning objectives; the Learning
Object Agent manages the set of learning objects; and the
Evaluation Agent ensures that learning objects are
presented in individual and adaptive learning paths to
each student. In the remainder of this section, we describe
some of these agents in more detail, and discuss how
students interact with the system.

Among the five functioned agents in the system, the
Student Agent and the Learning Object Agent are the
direct interface to PV system.

A. The Student Agent

The Student Agent is responsible for communicating
with students, and provides the interface between the
system and human users. The function of the agent is to
fulfil the communication and data collection requirements,
and to provide information from the user to other agents
in the system.

When a student first logs in to the system, the Student
Agent provides an initial questionnaire to ascertain the
student’s knowledge level, and to obtain information
about their learning requirements (such as module details
or the specific subject that the student wishes to study).
During the time that the student is logged in to the system,
the Student Agent records all of their actions, including
the time they spend engaged in each activity presented to
them, clicking times, whether they are active or not, etc.
The data describing the interaction between the student
and the system are of great importance to allow for an
accurate modelling. For that reason, an advanced
interaction device — such as an eye tracker — should be
used, so it can provide the Student Agent with rich data.

The Student Agent has a clear functional division, and
the BDI notions of beliefs, desires, and intentions can
naturally represent its functional operation. Its knowledge
includes students’ preferences, the available learning
materials in the system, and students’ knowledge levels —
provided by the students themselves and updated by the

system. This knowledge can be mapped to a set of beliefs,
and the agent’s interactions with students and the other
system components can be mapped to its desires.
According to its beliefs certain desires will be triggered,
and plans for these are adopted as intentions in the BDI-
based implementation. For example, according to the
knowledge level provided by a student, appropriate
learning materials can be sent. Beliefs are partially based
on the information provided by students, and so they may
not be completely accurate (e.g. students might
exaggerate their abilities). Thus, not all of the desires can
necessarily be achieved, since the choice of intention may
be based on inaccurate information.

B. The Learning Object Agent

The Learning Object Agent manages the learning
objects, which are organized according to the learning
style scheme. In response to instructions from the
Modelling Agent, the Learning Object Agent provides
different learning style students with relevant learning
objects. The function of the Learning Object Agent is to
organise the adaptive learning materials for users based
on the information that the system has collected.

The Learning Object Agent is a hybrid agent, and has
an architecture in which its subsystems are arranged into a
hierarchy of layers as shown in Fig. 2. The Learning
Object Agent communicates with the other agents through
its communication layer. Decisions are sent to the
learning object’s management layer, which is in charge of
managing all of the learning objects in its repository. The
learning objects repository is organized into different
levels, according to the learning style scheme. Finally, the
learning objects management layer selects a series of
learning objects, which are transmitted to the Evaluation
Agent through the communication layer.

Input from the
Modelling Agent

_

Dutput to the
Ewvaluation Agent

Communication Layer
R

Input from the T l

When evaluation is
unsuccessful, output
‘ to Modelling Agant

Evaluation Agent

‘ Learning Path Layer

L |

Learning Objects Management Layer

Learning Objects
Repaositary

Fig. 2. Learning Object Agent.

The PV system is considered as a system to transform
the learning materials (i.e. programs) stored in the
repository into learning objects, since the purpose of the
PV tool within the whole system is to create new learning
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objects. In this case, we use Jeliot 3 as the PV tool, but
our agent architecture is not dependent on Jeliot 3. A
collection of learning objects, namely program
visualizations, would be constructed by selecting an
appropriate set of programs or code fragments which
could be used as data for the PV system. Each such piece
of code would then yield a learning object — the PV
system given the code as data — that would be managed by
the Learning Object Agent.

The learning path layer adopts a learning style model
to organise learning objects to fulfil different students’
requirements, and which categorizes the learning objects
in the repository. In our current architecture, the learning
style model is the Felder-Silverman Learning Style Model
[10], which categorizes learning schemes according to
four distinct dimensions, each of which is represented on
a scale of five points:

e “semsing (concrete thinker, practical, oriented toward
facts and procedures) or intuitive (abstract thinker,
innovative, oriented toward theories and underlying
meanings);

e visual (prefer visual representations of presented
material, such as pictures, diagrams, flow charts) or
verbal (prefer written and spoken explanations);

e active (learn by trying things out, enjoying working in
groups) or reflective (learn by thinking things
through, prefer working alone or with a single
familiar partner);

e sequential (linear thinking process, learn in small
incremental steps) or global (holistic thinking
process, learn in large leaps). ”[10]

Organization of the learning materials as learning
objects, based on a pedagogic learning style scheme in an
agent environment, is a characteristic of this architecture
that distinguishes it from existing pedagogic agent-based
systems.

V. PROPOSED SOLUTION

Fig. 3 depicts the overall structure of the proposed
system with examples of data exchanged between the
modules.

A. Learning Objects and Learning Object Metadata

The system maintains a repository of learning objects,
including instances of programs suitable for animation by
the PV tool in addition to other learning objects, such as
quizzes, explanations, and other resources that would not
be suitable for presentation by the PV tool.

In addition to basic information such as author, date,
etc., the Ilearning object metadata incorporates a
dimension description, suggesting for each of the four
Felder-Silverman learning style dimensions the extent of
each object’s suitability on a five-point scale, and also
incorporates the key concepts taught by the learning
object itself, as well as the prerequisites (if applicable). In
the case of visualizations presented to the user by the PV
tool, we may expect that the “visual” dimension would
normally be strong, so that visualizations would be

presented to users only if that was appropriate for their
individual learning styles.

Learning objects from the PV system are categorized in
advance, and stored in the repository, according to the
learning style space. The Learning Object Agent handles
presentation of these to the user. The PV system uses an
ACL — Agent Communication Language —to
communicate with the agent, and vice versa.

B. Using the System

In the following, we describe a typical scenario of
interactions between a student and the system. When a
student first logs in to the system, the Student Agent
enters into a dialogue with the student to ascertain the
student’s learning requirements. At the same time, the
interaction device — e.g. an eye-tracker — starts tracking
the interaction of the student with the system until the
student logs out the system.

After initially analyzing the results of the dialogue by
the Student Agent, the Record Agent is informed of the
student’s learning requirements together with a suggested
knowledge level for the student. These items of
information are recorded and then passed to the
Modelling Agent, which then sends results and
instructions to the Learning Object Agent. The Learning
Object Agent in turn arranges the first batch of learning
objects. For instance, if the learning requirement is some
basic flow control concepts, then the learning objects will
consist of material containing an if statement, while loop,
etc. These learning objects are then sent to the Student
Agent according to the results of the learning style
analysis (which occurs in the learning path layer). The
learning objects, as mentioned above, are organized
according to the learning style scheme.

Considering the visualizations as instances of learning
objects, Jeliot 3 provides a series of learning objects to the
Learning Object agent. These learning objects are first
sent to the Evaluation Agent, which checks the student’s
data from the Record Agent to evaluate whether the
learning objects appear to be suitable for this student. If
the evaluation is successful, the series of learning objects
is sent to the Student Agent (and then to the student) and
recorded by the Record Agent. Otherwise, the Evaluation
Agent asks the Learning Object Agent to provide
alternative learning objects. The purpose of using the
Evaluation Agent is that, since the system is dynamically
adaptive to individual students, so each learning cycle
should be recorded and the data should be used to
facilitate providing students with adaptive learning
materials over the time.

After the student has used the learning objects,
response data, containing student satisfaction, time spent,
whether the student is comfortable with the learning
material, are returned to the Student Agent, which
transmits them to the Record Agent. Furthermore, during
the use of the PV system, interaction data can be collected
from the user and transferred to the Modelling Agent.
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Fig. 3. Proposed framework.

This data consists of times viewing and points of
pausing etc.

VI. FUTURE WORK

The implementation of the proposed system requires
defining interfaces to allow for communication
between the parts of system. Once implemented, we
plan to conduct series of experiments to evaluate the
system. We also intend to conduct experiments where
we compare the preferred learning styles and the use of
visualization tool, in terms of interactions and gaze
behaviour measured with an eye-tracker.

A. Interaction Patterns and Learning Style Preferences

As it has been discussed above, the learning objects
contain information about learning styles. To fully
exploit the potentials of learning styles, the system
should be able to provide such materials that best fit a
current learner. A first step is to find out how the
patterns of interaction are related to students with
different learning style preferences.

After the initial differences are identified, the
information will be used in the Evaluation Agent,
which is in charge of ensuring that the learning
materials sent to students are suitable for their learning
style preferences.

B. Multi-agent adaptive system as part of learning-
management systems

Learning management systems (LMS) can provide a
basic infrastructure for complete online education.
Visualization tools have already been used together
with LMS [16] as parts of programming courses.
However, interaction between the systems has been
only one way, the LMS sending programs to be

visualized without feedback from the PV system. As
further development the PV tool could update the LMS
information with the interaction data gathered from the
PV tool. We believe that a multi-agent educational
system will provide the required functionality. Results
of the analysis would update the contents of the online
course for a particular user.

Making the multi-agent educational system for a PV
a part of an LMS will help with the adoption of the
proposed solution by educational institutions, where the
use of powerful, but not smart LMS, such as Moodle, is
common.

VII. CONCLUSIONS

We have described our perspective on an intelligent
tool for teaching programming by means of an agent-
based adaptive PV tool. The suggested approach solves
one of the problems identified in previous systems that
have not used any intelligent techniques: proper
educational materials are delivered to learners
according to their needs. Our system will perform an
analysis of learner’s needs and interaction to provide an
appropriate visualization to match with the learner’s
cognitive style, growth and abilities.
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