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Abstract
Source code plagiarism is a critical ethical issue in computer science education where students use someone else’s work as their own. It can be treated as a binary classification problem where the output can be either ‘yes’ (plagiarism found) or ‘no’ (plagiarism not found).

In this research, we have taken the open-source dataset ‘SOCO’, which contains two programming languages (PLs), namely Java and C/C++ (although our method could be applied to any PL). Source codes should be converted to vector representations that capture both the syntax and semantics of the text, known as contextual embeddings. These embeddings would be generated using source code pre-trained models (CodePTMs). The cosine similarity scores of three different CodePTMs were selected as features. The classifier selection and parameter tuning were conducted with the assistance of Automated Machine Learning (AutoML). The selected classifiers were tested, initially on Java, and the proposed approach produced average to high results compared to other published research, and surpassed the baseline (the JPlag plagiarism detection tool). For C/C++, the approach outperformed other research work and produced the highest ranking score.

1 Introduction
Plagiarism is the ethical and educational issue of taking ideas from other sources and representing them as your own without acknowledgement. Plagiarism can be divided into text and source code. Academic source code plagiarism can be defined as “Source-code plagiarism in programming assignments can occur when a student reuses source code authored by someone else and, intentionally or unintentionally, fails to acknowledge it adequately, thus submitting it as his/her own work. This involves obtaining the source-code, either with or without the permission of the original author and reusing the source code produced as part of another assessment (in which academic credit was gained) without adequate acknowledgement” (Cosma and Joy, 2008). The words reuse, obtain, and acknowledge may also be defined on the basis of the academic requirements.

The detection of plagiarism is a lengthy and demanding process, so new technologies such as Artificial Intelligence (AI) might be used effectively. Plagiarism can be treated as a classification problem as the output can be considered a class of discrete values: ‘yes’ (plagiarised), ‘no’ (non-plagiarised), or potentially ‘partial’. Source code plagiarism can be also considered to be an application of a source code similarity measurement task (Zakeri-Nasrabadi et al., 2023).

There are several ways to represent source codes (Hrkút et al., 2023) such as graphs, trees and tokens. The source codes must be converted into vectors known as embeddings before being fed into a classifier. Contextualized embeddings not only consider syntax but also the semantics of source codes. These embeddings can be created using pre-trained models. The emergence of pre-trained models has revolutionized the field of Natural Language Processing (NLP) and are being known for their robustness. They can be utilised in various ways such as re-training, fine-tuning and inference. Also, some domain-specific models have been created for certain areas and tasks.

This work inspects the robustness of the embeddings generated by source code pre-trained models (CodePTMs) for the task of source code plagiarism detection. Contextual embeddings are extracted using these CodePTMs and a classifier built on top of the embeddings. For classification, this work utilises the concept of Auto Machine Learning (AutoML) to determine the best classifier given certain training data. The training, testing, and evaluation are based on the SOnurce COde reuse dataset.
The paper is organized as follows: section 2 covers related work, section 3 covers the methodology, section 4 presents the results, and section 5 covers the conclusion and future work.

2 Related work

Several software tools have been used as source code plagiarism detectors. Novak compared several such tools, namely JPlag, MOSS, SIM, Splat, Marble, Plaggie, and Sherlock Warwick in his review paper (Novak, 2016).

Engels et al. introduced the idea of neural networks in source code plagiarism detection and reused the output of MOSS on a dataset containing 20,706 C++ introductory course assignments. The evaluation was performed on the basis of the classification evaluation metrics (precision, recall, and F1 scores) (Engels et al., 2007).

Ljubovic and Pajic tackled the issue of external plagiarism by using a cloud and applying an Artificial Neural Network (ANN) based on the output of the SIM’s software and repository monitoring on a dataset containing 3,655 submissions from an introductory C course (Ljubovic and Pajic, 2020). Their setup was compared to JPlag, MOSS and SIM.

Abstract Syntax Trees (ASTs) along with code disassembly have been used by Viuginov et al. who considered the lexical, syntactic, layout, and structural characteristics of the source code on a dataset containing 90,000 C++ solutions (Viuginov et al., 2020). For the evaluation, they calculated the F1-score.

Manahi et al. used a combination of Siamese networks, Bidirectional Long Short-Term Memory (BLSTM), and character embeddings on a dataset including 16,800 introductory C++ assignments (Manahi et al., 2022). Siamese networks are multiple similar neural networks with the same configurations and weights. They are mainly used for similarity detection. For their evaluation, they calculated the F1-score.

Humayoun et al. used the concepts of tokenization, AST, and upsampling on their public dataset of 60 introductory C++ programming assignments (Humayoun et al., 2022). The features tested were N-gram overlap, Longest Common Substring (LCS), and greedy string tilling. Eight classifiers were implemented using Weka and the authors’ model was evaluated based on the classification evaluation metrics.

In the first part of his master’s thesis (Heres, 2017), Heres proposed a system using N-grams, term frequency–inverse document frequency (TF-IDF), and cosine similarity. The dataset used was the SOCO Java set and their own private dataset having 16,954 files. The evaluation was based on the average precision score.

Deep learning using char-Reccurrent Neural Network (char-RNN) and Long Short-Term Memory (LSTM) was the basis of Katta’s approach, which used general deep features that could be applied to any dataset (Katta, 2018). The dataset covered an introductory C course with a total of 4,700 submissions. The model was evaluated using classification evaluation metrics.

2.1 SOCO related works

This work uses the SOCO dataset and the approach followed will be compared to the other approaches based on the same dataset.

Garcia et al. used an approach (UAEM) consisting of four phases (Garcıa-Hernández and Lendeneva, 2014). The first phase was related to pre-processing, which was the tokenization of the source code, and the second phase was the similarity measurement, which was based on the longest common substrings. The third phase was related to extracting different parameters such as distance, ranking, gap, and relative difference, and the final phase was decision-making by using the obtained parameters.

Ramırez et al. in their approach (UAM-C) applied three different views to the source code: a lexical view utilizing 3-grams, a structural view that utilizes the methods headers, and a stylistic view covering features such as the number of spaces and the number of uppercase or lowercase letters (Ramırez-de-la Cruz et al., 2014).

Ganguly and John developed an Information Retrieval (IR) model (DCU)(Ganguly and Jones, 2014). They built a Language Model (LM) based only on the Java dataset. A Java parser was utilized as a bag of words scheme, and an AST was constructed to capture the structure of the code.

Ganguly et al. proposed an improvement over DCU (Ganguly et al., 2018), where a supervised classifier (random forest) was added to an IR model based only on the Java dataset. The approach had three models: an IR Language Model (LM), LM with AST (LM_AST), and LM_AST with different
Flores et al. used a text comparison approach (Flores et al., 2014). They searched for matching lines between two source codes and calculated the ratio between the number of these lines and the larger number of lines of the two files. The decision was based on a threshold value. Furthermore, Apoorv worked in a similar manner, but the decision was based on the maximum similarity value (ratio of matching lines).

We refer to JPlag (Prechelt et al., 2002) as “Baseline1”. JPlag is a well-known tool used for source code plagiarism detection. Source codes are converted into tokens, and the similarity between these tokens is estimated using the ‘greedy string tiling’ algorithm (Wise, 1993).

The work of Flores et al. is referred to as “Baseline2” (Flores et al., 2011), which divides the activity into three stages: pre-processing, feature extraction, and similarity measurement. Spaces, line breaks, and tabs are eliminated. The features are based on 3-grams and term frequencies, and cosine similarity is used to measure the similarity of two source codes.

The recent work of Setoodeh et al. has developed a four-phased approach (Setoodeh et al., 2021). The first phase is pre-processing, such as removing comments and unnecessary code, and the second phase involves generating a sequence to capture the structure of the source codes. The third phase is similarity measurement by applying multiple methods such as comparing the sequence strings, trees, and edges. The final phase is related to the evaluation including the calculation of the precision, recall, and F1 score, and a comparison with other SOCO-related works.

The approach taken in this paper differs from existing approaches in three respects. Firstly, the dataset used is open source, accessible, and adequate in size containing two PLs (Java and C/C++). Secondly, the approach is language-independent and does not depend on tokenizers or specific language syntax, so could be applied to any PL. Thirdly, the approach utilises the state-of-art CodePTM contextualized embeddings.

3 Methodology

This work follows the typical process of applying supervised ML to a classification problem, as mentioned in (Schlegel and Sattler, 2023). The cycle starts with data collection and feature engineering, followed by model selection. The model needed to be trained and tested. Enhancements with parameter tuning could be applied, prior to the model being evaluated.

3.1 Dataset

There is a lack of a proper dataset related to source code plagiarism due to potential legal or social issues, and it was therefore difficult to have an open-source academic dataset of students’ data which could be used for this research. Possible solutions included using a privately created dataset (as suggested by several related works) or applying a code reuse dataset such as SOCO.

The SOCO dataset contains training and testing data written in C++ and Java. The training set in C++ included 79 files with 26 reuse cases, while there were 259 files with 84 reuse cases written in Java. For the testing set, in C++, there were 19,895 files with 322 reuse cases, while in Java, there were 12,080 files with 222 reuse cases. There were six different scenarios per language, labelled A1, A2, B1, B2, C1, and C2.

There were a few assumptions in this dataset. First, the reuse occurred within the same programming language, therefore multi-programming reuse was not covered. Second, reuse occurred in the same scenario without overlapping the testing set. One challenge in the SOCO dataset was that the training set was smaller than the testing set. Another challenge was that the testing data were severely imbalanced, while the training set was less imbalanced.

3.2 Data Pre-processing and Encoding

The source code was written in different files and had to be arranged into a suitable data structure. Then, the code needed to be converted into a clean format that could be fed into a classifier that accepts only numbers. Embeddings are vector representations of source code that can be created with pre-trained models. The embeddings are created using Sentence Transformers (Reimers and Gurevych, 2019) with mean pooling.

3.2.1 Selection of Source Code Pre-Trained Models

Multiple surveys have been written for CodePTMs as in (Niu et al., 2022, 2023; Zeng et al., 2022; Xu and Zhu, 2022). CodePTMs are models trained on a large corpus of code.
The suitable models in this work would be selected based on the following criteria.

- The model should be accessible and could be found in Huggingface for ease of use. The models available in Huggingface are CodeBert (Feng et al., 2020), GraphCodeBert (Guo et al., 2020), UnixCoder (Guo et al., 2022), CodeT5 (Wang et al., 2021), CodeGPT (Lu et al., 2021), PLBART (Ahmad et al., 2021), and CodeBERTa (Wolf et al., 2019).

- The model should pass a simple test. It will be given a pair of totally different source codes. For instance, the first Java program prints 'Hello World' and the other contains a function that calculates the average of two numbers. Then, the similarity of the generated embeddings will be calculated. If the score is above 0.8, it would not be used. Otherwise, the model passes this test. As these two programs are totally different, the similarity score should be low. If it is high, then the source code is not represented adequately. For example, the model GraphCodeBert generates a similarity score of 0.94 if given this pair of code fragments. Further experiments on this test results can be seen in Table 1.

<table>
<thead>
<tr>
<th>Pre-Trained Model</th>
<th>Similarity Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>PLBART</td>
<td>0.0257</td>
</tr>
<tr>
<td>Unixcoder</td>
<td>0.2988</td>
</tr>
<tr>
<td>CodeBERTa</td>
<td>0.7868</td>
</tr>
<tr>
<td>CodeGPT</td>
<td>0.8899</td>
</tr>
<tr>
<td>GraphCodeBert</td>
<td>0.9442</td>
</tr>
<tr>
<td>CodeBert</td>
<td>0.9918</td>
</tr>
</tbody>
</table>

Table 1: Cosine Similarity Scores

The three pre-trained models that yielded acceptable similarity scores were UnixCoder, PLBART and CodeBERTa. Each of these captures different aspects of source codes, as UniXcoder considers AST and code comments in addition to the source code, while PLBART captures the style and data flow. The similarity being referred to is the cosine similarity which will be explained in the following subsection.

3.3 Similarity Measure and Feature Selection

Cosine similarity is a common measurement of similarity used in NLP. It represents the angle between two vectors, and the angle \( \theta \) is equal to the dot product of the two vectors \( \langle A, B \rangle \) over the product of their norms, as shown in Equation 1. The higher the similarity score, the more similar the vectors are.

\[
\text{Cosine Similarity} = \cos(\theta) = \frac{A \cdot B}{||A|| \cdot ||B||}
\]  

The three features of the model would be the cosine similarity scores between the three generated embeddings per source code. Using each model embeddings separately achieved acceptable results. However, the combination of the three of them would add more data to train at the expense of complexity. The classifier would figure out which combination of these three features would be better in terms of evaluation.

3.4 Classification Model Selection

The concept of AutoML utilises several algorithms and selects the best-performing models for certain training data automatically. The main reason behind using AutoML in this work is to reduce time consumption. The testing dataset is large and testing different classifiers and comparing them would take a substantial amount of time. Thus, AutoML would search for the most appropriate classifier in less time. The library selected for this work is AutoSklearn (Feurer et al., 2015, 2022) which chooses the leading algorithm given specific training data and certain time intervals. AutoSkLearn handles both the model selection and parameter tuning. There are other AutoML libraries surveyed by Elshawi et al. (Elshawi et al., 2019). AutoSklearn is selected for its familiar syntax to Sklearn2 and simplicity.

The inputs of the classifiers were the three cosine similarity values between three different CodePTM embeddings. The parameters configured for AutoSklearn were the duration of 30 minutes with 10-fold cross-validation. The best classification model selected for Java with the configured parameters and Java training set was extra trees, while for C/C++, the best classification model selected was gradient boosting. These two classifiers are relevant in this task as both of them are ensemble

1https://huggingface.co/

2https://scikit-learn.org/
techniques based on decision trees. They perform well in case of imbalanced data as in the SOCO dataset. Also, both methods are known for their high performance in Kaggle\footnote{https://www.kaggle.com/} competitions. Ensemble methods are known for potential lower loss and less over-fitting.

For testing, the similarity scores are fed to the selected algorithms to create prediction probabilities that are compared to a dynamic threshold determining whether the files are plagiarised or not. Once pairs of plagiarism files are available, the models are evaluated per the next subsection.

3.5 Evaluation

Classification could be evaluated with several metrics \cite{Joshi2020}. The fundamental metrics were true positive (TP), false positive (FP), true negative (TN), and false negative (FN). TP is to predict the positive value correctly, and FP is to mispredict a positive value. FN is to mispredict a negative value, while TN correctly predicts a negative value. Applied to plagiarism, positive could indicate that plagiarism was found, and negative could indicate that plagiarism was not found. Some other metrics that use TP, FP, and FN in their calculation are as follows: precision, recall, and F1 score, as presented in equations \ref{eq:2}, \ref{eq:3}, \ref{eq:4}, respectively \cite{Joshi2020}.

\begin{align*}
    \text{precision} &= \frac{TP}{TP + FP} \quad (2) \\
    \text{recall} &= \frac{TP}{TP + FN} \quad (3) \\
    f1\text{score} &= 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}} \quad (4)
\end{align*}

Furthermore, for the SOCO dataset evaluation \cite{Flores2014}, these three metrics, namely recall, precision, and F1 score, were utilized as a part of the model’s standard evaluation, while for the ranking of the model, only the F1 score was used.

The detailed technical methodology illustrated in this section is represented in Figure 1. Following are the simplified summarized steps.

1. Extracting contextualised embeddings using three different CodePTMs using sentence transformers with mean pooling.

2. Calculating the cosine similarity scores between pair of embeddings of the source codes. These scores form the input to the automated machine-learning process.

3. Selecting the leading classifier using AutoML during the training phase.

4. Generating the prediction probabilities with the selected classifier.

5. Decision-making based on whether the probabilities are larger than a dynamic threshold.

6. Evaluating the model and calculating the classification accuracy metrics including the F1 score.

4 Results

4.1 Results and Discussion

The results of the Java scenarios are presented in Table 2. For the scenario of C2 of identical plagiarism files, the metrics values were 1. Scenarios B1 and B2 produced high metric values, but for scenarios A1 and A2, the scores are lower as the file sizes and number of files are high.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>F1</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>C2</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>B1</td>
<td>0.724</td>
<td>0.977</td>
<td>0.957</td>
</tr>
<tr>
<td>B2</td>
<td>0.772</td>
<td>0.957</td>
<td>0.647</td>
</tr>
<tr>
<td>A1</td>
<td>0.643</td>
<td>0.9</td>
<td>0.5</td>
</tr>
<tr>
<td>A2</td>
<td>0.623</td>
<td>0.8</td>
<td>0.511</td>
</tr>
</tbody>
</table>

Table 2: Java metrics

The results of the C/C++ scenarios are presented in Table 3. For C1, the scores were high. While for other scenarios, the metrics were similar, falling in a similar range.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>F1</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>0.8</td>
<td>0.857</td>
<td>0.75</td>
</tr>
<tr>
<td>B1</td>
<td>0.458</td>
<td>0.4</td>
<td>0.535</td>
</tr>
<tr>
<td>B2</td>
<td>0.473</td>
<td>0.44</td>
<td>0.512</td>
</tr>
<tr>
<td>A1</td>
<td>0.521</td>
<td>0.491</td>
<td>0.556</td>
</tr>
<tr>
<td>A2</td>
<td>0.47</td>
<td>0.389</td>
<td>0.593</td>
</tr>
</tbody>
</table>

Table 3: C/C++ evaluation metrics

The overall results of the Java files are represented in Table 4. For the proposed work, the F1 score was 0.69, the precision was 0.908, and the
recall was 0.559. For the F1 score, the minimum score was 0.031, the average was 0.54, and the maximum was 0.855. For the precision score, the minimum score was 0.016, the average score was 0.46, and the maximum score was 0.951. For the recall, the minimum score was 0.293, the average was 0.882, and the maximum score was 1. In our approach, the precision and F1 scores were between the average and the maximum values. The recall value was lower than the average value. The approach exceeded both baselines and ranked approximately third after Shiraz and UAM-C alongside DCU, LM_AST and FLM_AST in terms of F1 score and ranked second after Shiraz in terms of precision. The high value of precision indicates having fewer false positives, which means non-plagiarized cases are not detected as plagiarized. As the task of plagiarism is sensitive, then higher precision is more suitable. The lower value of recall means that some actual plagiarism cases were not detected. The main reason is due to having severely imbalanced data which can be fixed in future work. Therefore, the results related to the Java dataset were average to high.

The overall results of the C/C++ files can be seen in Table 5. The F1 score of our work was around 0.493, the precision was 0.443, and the recall was 0.561. For the F1 score, the minimum score was 0.01, the average was 0.2, and the maximum was 0.38. For the precision score, the minimum score was 0.005, the average score was 0.192, and the maximum score was 0.35. For the recall, the minimum score was 0.13, the average was 0.59, and the maximum score was 1. The approach taken in this work yielded the highest F1 and precision scores and outperformed both baselines. Recall was around the average values. Therefore, the results on the C/C++ dataset were competitive.

The F1 score in C/C++ is lower than in Java (0.493 compared to 0.69) but compared to other works it is high. This is due to Java having more training data and a higher \( k \) value than C/C++ which implies that the Java training set is more representative (Flores et al., 2014). The main limitation of this approach is the maximum input length to the pre-trained models, which is 512. If the input is larger than 512, it would be truncated. So, for larger files, the end of the files may not be captured. Therefore, if plagiarism occurs at the end of the

<table>
<thead>
<tr>
<th>Run</th>
<th>F1</th>
<th>P</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our work</td>
<td>1.09</td>
<td>0.908</td>
<td>0.559</td>
</tr>
<tr>
<td>Shiraz</td>
<td>0.751</td>
<td><strong>0.951</strong></td>
<td>0.621</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.855</td>
<td>0.884</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.836</td>
<td>0.831</td>
</tr>
<tr>
<td>UAEM</td>
<td>1</td>
<td>0.556</td>
<td>0.385</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.273</td>
<td>0.158</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.273</td>
<td>0.158</td>
</tr>
<tr>
<td>UAM-C</td>
<td>1</td>
<td>0.517</td>
<td>0.349</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.037</td>
<td>0.019</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.807</td>
<td>0.691</td>
</tr>
<tr>
<td>DCU</td>
<td>1</td>
<td>0.602</td>
<td>0.432</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.692</td>
<td>0.53</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.68</td>
<td>0.515</td>
</tr>
<tr>
<td>Baseline 1</td>
<td>1</td>
<td>0.38</td>
<td>0.542</td>
</tr>
<tr>
<td>Baseline 2</td>
<td>1</td>
<td>0.556</td>
<td>0.457</td>
</tr>
<tr>
<td>APoorv</td>
<td>1</td>
<td>0.031</td>
<td>0.016</td>
</tr>
<tr>
<td>LM</td>
<td>1</td>
<td>0.602</td>
<td>0.432</td>
</tr>
<tr>
<td>LM_AST</td>
<td>1</td>
<td>0.692</td>
<td>0.53</td>
</tr>
<tr>
<td>FLM_AST</td>
<td>1</td>
<td>0.68</td>
<td>0.515</td>
</tr>
<tr>
<td>Rajat</td>
<td>1</td>
<td>0.447</td>
<td>0.32</td>
</tr>
</tbody>
</table>

Table 4: Comparison with SOCO Java related works
code files, it would not be captured.

The usage of contextual embeddings generated by CodePTMs is efficient in the task of source code plagiarism detection producing highly competitive results in the SOCO dataset.

### 5 Conclusion

Plagiarism in programming assignments is a critical issue in the field of computer science education. It can be treated as a machine learning binary classification problem. So, this research introduced a simple yet effective approach to the task of source code plagiarism detection. It started by selecting the open-source SOCO dataset with two PLs (Java and C/C++). Source code files were converted to embeddings to be part of any machine learning classifier. Three different CodePTMs (PLBART, UnixCoder, and CodeBERTa) were used to generate their own embeddings. Cosine similarity scores between these three models were calculated and considered to be the selected features. The classification models were selected using the concept of AutoML and the library AutoSklearn. Initial testing was conducted on Java, and the proposed model produced high metrics as compared to other approaches and exceeded both baselines. For C/C++, the model produced the highest F1 and precision scores as compared to other approaches and outperformed both baselines.

Exploring other CodePTMs that are not available on HuggingFace for source code plagiarism detection is an idea for future work, along with increasing the training time for AutoSklearn. The dataset is severely imbalanced, hence, different techniques could be used to tackle such issues. Also, chunking can be used to overcome the limited input size of the pre-trained models.
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