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 Introduction 

 survey report of researchandmarkets.com indicates that the global intelligence in education
arket is forecast to grow from USD 537m in 2018 to USD 3,683m by 2022 [ 1 ]. With the increasing

doption of advanced techniques in education, the impacts of intelligent learning, such as smart
ontent, personalisation, virtual lectures, auto assessment, and virtual learning environments, will
nhance further in near future [ 2 ]. Assessment is one of essential components in any educational
ystem that affects the curriculum, student performance, and teaching methods [ 3 , 4 ]. 

Automatic short answer grading – ASAG can be used for both formative and summative as-
essment depending on the pedagogical purpose. Recently, it has been reported that ASAG has
een used into the auto examination systems when the assessment is associated with descriptive
nswers [ 5 –8 ]. If the questions are descriptive in nature, there may be multiple explanations or
ultiple answers that may be of value to guide the learners, e.g., questions used in social science

 9 –11 ]. Thus, guidance may be a purpose of formative assessment. If a question is of a quantitative
ature, summative assessment is presented as student’s records. 
This article will cover ASAG with the relationship of formative and summative assessment [ 9 –

2 ], decision-making for text similarities [ 13 –15 ], dataset availability [ 16 –19 ], computational ac-
uracy [ 13 , 14 ], and evaluation methods for existing ASAG systems. Based on the collected and
nalysed data, we believe that well-developed ASAG tools will make a positive educational impact
hat when ASAG is used to support pedagogical practice. 

 Conducted Reviewing Methods 

e look for the literature on the ASAG related approaches to understand what the current “ state-
f-the-art” is, from both technological and educational perspectives. The following research ques-

ions ( RQs ) are addressed in this study. 

RQ1. What existing assessment methods and technologies are associated with ASAG? It will
cover a wide range of methods relevant to the educational practice and reported tech-
nologies that are adopted or still at the stage of research labs. 

RQ2. What computational technical methods and modes of similarity measures are currently
used by ASAG? It needs to understand the challenges in computational modelling with
different approaches and attempts, especially with natural language processing and AI
related technologies, such as machine learning and deep learning methods. 

RQ3. How short answers are graded in existing ASAG tools? It needs to investigate the tech-
nology readiness and what are missed if the technology is adopted in the real situation.

RQ4. What are the existing pedagogical challenges to evaluating short answers auto-
matically? It needs to hear what users say about their experience of using the
technology. 

RQ5. What are the possible ways to improve short answer scoring systems? It needs to make
recommendations to help the decision making for both academic users and technology
developers. 

To answer the above questions, we reviewed articles chosen from the following academic search
ngines: IEEE Explore, sciencedirect.com, Scopus, and Springer. We used the search terms, such as
CM Comput. Surv., Vol. 58, No. 1, Article 3. Publication date: September 2025. 

https://doi.org/10.1145/3748521


Survey and Analysis for the Challenges in Computer Science to the Automation 3:3 

Fig. 1. Research article selection process. 
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short answer grading” OR “short answer scoring” OR “open text grading” OR “free text grading”
R “automated grading”. The process of selecting the research articles began by identifying with

nput keywords; followed by filtering the relevance to the topic of ASAG, then removing duplicate
rticles, and finally keeping the available articles ready to review. 

We conducted the review using PRISMA method [ 20 ]. Initially we identified 4,084 articles from
he above-mentioned publication databases. After filtering the articles from the years 2016 to
024, we reduced the samples to 3,363 articles by analysing the titles and abstracts. Meanwhile, all
he duplicate articles were eliminated, and we ended up with 145 articles. We checked the filtered
rticles for the availability of full text and removed ones without full text from the selection list,
educing the list of articles to 81. Finally, we ended up with 57 articles by completely reading the
hole context and selecting only the relevant articles. The process of article selection is shown

n Figure 1 . 
Evidence shows in Figure 2 and Table 1 covering the period 2016-2024. After removing dupli-

ated publications from different search engines, we found that the most articles are indexed in
ciencedirect.com / Scopus, about 2,493 articles. The second place is Springer, about 813 articles,
nd then about 57 articles in IEEE Explorer. Within the total number of 3,363 articles, the annual
umber of publications increased 4-fold from 142 in 2016 to 735 in 2024. The scope will cover
he challenges of ASAG in grading methods [ 12 ], decision-making for text similarities [ 13 –15 ],
ataset availability [ 16 –19 ], computational accuracy and evaluation methods [ 13 , 14 ]. Based on
he collected and analysed facts, we found that research into ASAG is growing and believe that
ell-developed ASAG tools will make a positive impact on education institutes. 
ACM Comput. Surv., Vol. 58, No. 1, Article 3. Publication date: September 2025. 
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Fig. 2. ASAG Research articles published over the year 2016-2024(accessed November 2024). 

Table 1. ASAG Research Articles Published in ScienceDirect / Scopus, IEEE Explorer, and Springer 

Online Repository Total 
Year 

2016 2017 2018 2019 2020 2021 2022 2023 2024 
ScienceDirect / Scopus 2,493 108 131 136 188 204 328 402 410 586 
IEEE 57 2 2 11 7 8 4 11 5 7 
Springer 813 32 54 48 79 88 90 118 162 142 

3,363 142 187 195 274 300 422 531 577 735 
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 Pedagogical Assessment Methods with ASAG 

edagogically, there are two forms of assessments are commonly implemented in educational in-
titutes, i.e., formative assessment and summative assessment. ASAG is associated with both as-
essment forms. 

—Formative assessment has a positive impact on classroom learning. The learning pattern
is process based rather than outcome based [ 21 ]. Lu et al reported several case studies of
using a wireless response system – WRS in the classroom teaching or industrial training
[ 9 –11 , 22 ]. During delivering the lecture, the teacher presented a quiz to test the students’
understanding through the WRS. Then, students responded via WRS interactively either
individually or in a group after discussing the questions with the teacher or their peers.
The ASAG embedded in WRS could provide indicative grades for the cohort. The purpose
is to measure whether the knowledge has been grasped or delivered thoroughly at the ses-
sion. The teacher could immediately observe the effectiveness of teaching and learning [ 9 ,
10 ]. Therefore, the teaching pattern or speed can be adjusted into an acceptable pace that
suits learners’ cognition and curriculum requirements. Good examples have been shown
in industrial training and primary school learning, and the approach has been shown to be
effective at different educational levels [ 9 –11 ]. Thus, formative assessment can be consid-
ered as being associated with summative assessment [ 9 , 10 , 22 ]. Broadbent et al. also re-
ported another benefit of formative assessment, namely that it can improve self-regulated

learning ( SRL ), which can help students to prepare what should be done to achieve the
expected summative outcome, because the learners have benefited the feedback during the
learning process [ 21 ]. With formative assessment, students can have opportunity to im-
prove or adjust their learning plans and strategies after initial thoughts or ideas before the
final assessment. With a good design of formative assessment, the outcome of summative
assessment can be subsequently improved, and ultimately the retention and progression
rates are improved significantly as well [ 9 , 10 ]. 

—Summative assessment is another assessment form as a part of pedagogical curriculum
design in most educational institutes, when the student performance is officially measured
CM Comput. Surv., Vol. 58, No. 1, Article 3. Publication date: September 2025. 
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Table 2. Formative assessment vs. Summative assessment 

No Formative Assessment Summative Assessment 

1. Used to assess the student’s continuous 
development throughout the course 

Used to assess the students overall understanding at the 
end of the course 

2. Useful for the tutor to modify the lesson plan 
depending on the assessment evaluation 

Useful to assess the tutors’ practice and motivates 
student’s accountability 

3. Examples: class work, homework and quizzes Examples: end of term exam, SAT, benchmark assessment 

Fig. 3. Short answer grading with formative and summative assessments. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

m  

w  

b  

l  

i  

t  

m  

s

and recorded [ 24 ]. Online examinations form one of the assessment methods in an in-
creasingly digital world, and different techniques have been recommended for automating
online examination systems [ 9 , 10 , 22 , 25 ]. Questions are administered and evaluated auto-
matically, which reduces the time, resources and cost, e.g., staff workload or extra staffing
and results waiting time [ 26 ]. Although the types of questions vary between formats and
subjects, they can be almost manageable with assistance of intelligent technology. For ex-
ample, multiple-choice questions ( MCQs ) are popular formats, and supported by sys-
tems such as Brightspace, MES, WRS, Google forms, and so on. [ 10 , 22 , 23 , 25 , 28 , 29 ]. Text
input methods are also available in those systems, though the function of auto assessment
for text grading is missing. However, the advantages of an automatic examination system
outweigh the disadvantages of using the traditional article-based methods, when consider-
ing the user experience for both staff and students [ 9 , 10 , 24 , 30 ]. Short answering questions
with text input are also available in some summative assessment systems, but the automa-
tion of assessment is still an issue to be solved. Table 2 shows a summary for formative vs.
summative assessment. 

Figure 3 shows a trend of research publications that report short answer grading in both for-
ative and summative assessments. For formative assessment (Figure 3 (a)), the largest increase
as in 2023 for 309 articles. Although in 2024, the number is reduced to 232, the general trend has
een smoothly increased from 169 to 232 for 8 years. For summative assessment (Figure 3 (b)), the
argest increase was also in 2023 for more than 200 articles. Likewise, the number is dropped to 149
n 2024, but the general trend has been increased smoothly from 112 to 149 for 8 years. It is clear
hat the publications show that ASAG systems have attracted similar attentions for both assess-
ent formats. The evidence demonstrates that the impact of ASAG on the educational assessment

ystems is gradually increasing. 
ACM Comput. Surv., Vol. 58, No. 1, Article 3. Publication date: September 2025. 
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 Related AI Technologies Adopted in the ASAG 

 number of AI related technologies have been adapted to ASAG systems, such as Machine
earning (ML), Deep Learning (DL), Natural Language Processing (NLP), Large Language Mod-
ls/LLAMAs, ChatGPT, Recurrent Neural Networks (RNN), Bidirectional Encoder Representations
rom Transformers (BERT), and Extra-Large Bidirectional Transformer Network (XLNET). 

.1 Deep Learning Technologies with the ASAG Systems 

utomatic grading systems have effectively reduced the enormous number of resources and time
pent on marking tests, thus enabling teachers to optimise time and effort for other teaching duties
hat would result in a better academic experience for their students. Because of the exact nature of
he assessment process, substantial investigations have been conducted to guarantee that a level
f playing field is provided. Such a platform ought to be able to justify the replacement of human
rading techniques adequately because DL has its advantages to advance ASAG systems [ 16 , 33 –
5 , 63 ]. 

DL architectures, such as RNNs, LSTMs, attention mechanisms, and transformer-based models,
ave been dominated by NLP in recent years [ 16 , 33 –35 ], which obtained cutting-edge results in
 variety of tasks. As a result, response-based systems have gone further by utilising deep neural
etworks yielding significantly more promising results than other methods [ 32 , 35 , 92 , 99 , 140 ].
he results can be analysed for both formative and summative assessments [ 9 , 10 , 24 , 30 ]. Because
f using DL, current advancements in NLP may be traced back to the publications of massive
re-trained language models that are then fine-tuned for downstream analysis, a process known
s transfer learning as discussed by Hossain et al [ 36 ] and Cook and Karakus [ 37 ]. Thus, DL has
ransformed NLP into ASAG systems [ 33 –35 ]. Furthermore, the advantages of DL can overcome
he limitations of traditional RNNs, e.g., the loss of collected information at the start of a sequence
 141 ]. 

.2 NLP Text Pre-processing with ASAG Systems 

LP includes the unsupervised analysis of free-text responses and enables a machine to analyse
atural language autonomously. The literature demonstrates various approaches to NLP, spanning
rom statistics to informational formal language theory. In this aspect, Artificial Intelligence ( AI )
as altered the way associated tasks by utilising ML or DL approaches. ML/DL uses a variety of
trategies to infer knowledge from huge amounts of data. Using such strategies enables the system
o simulate the human thinking process. The ML/DL has resulted in relevant outcomes in a variety
f related tasks, e.g., 

—Translation software, i.e., converting one natural language into the other autonomously
[ 127 ], 

—Evaluation of text sophistication, i.e., trying to evaluate the text complex nature of a para-
graph autonomously [ 124 ], 

—Vocabulary improvement, i.e., assisting students in improving vocabulary [ 39 ], 
—Social Networking Analysis, i.e., analysis of text information from Social Media [ 40 ], 
—Independent essay scoring [ 141 ]. 

The use of NLP in auto grading systems shows a growing trend from 2016 to 2024 (see Figure 4 ).
ith the integration of ML, DL, LLMs and other AI-based technologies, the research outcomes
ere published in 14 articles in 2016 rising to 117 articles in 2024. Most users are interested in

pplying it for essay scoring and text processing [ 41 –43 ]. As an AI related technology, NLP is pop-
lar in a number of subject areas. According to sciencedirect.com, 10 subject areas employed it, not
CM Comput. Surv., Vol. 58, No. 1, Article 3. Publication date: September 2025. 
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Fig. 4. NLP with auto grading systems. 

Fig. 5. Pre-processing Flowchart. 
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nly by Computer Science, but also by engineering, medicine and Dentistry, Decision Science, so-
ial science, business, maths, and so on. The studies reported through 25 academic journals/media
sciencedirect.com accessed by 2 November 2024). 

Text pre-processing is the initial step in NLP (see Figure 5 ). It transforms the text into a pre-
ictable and analysable format, allowing ML algorithms to perform better. Tokenisation, stop-word
emoval, normalisation, stemming or lemmatisation, and part-of-speech are all text preparation
echniques. 

Text pre-processing is the initial step in NLP (see Figure 5 ). It transforms the text into a pre-
ictable and analysable format, allowing ML algorithms to perform better. Text preparation tech-
iques are tokenisation, stop-word removal, normalisation, stemming or lemmatisation, and part-
f-speech. 
Tokenisation and stop-word removal –Tokenisation is the process of separating or splitting

 text into a token list. Tokens might be words in an expression or phrases in a paragraph. In NLP,
he stop-word is a word frequently used in a language but does not contribute to the semantics
f the document and has no valuable information (e.g., pronouns and prepositions). Stop words
n English include “a,” “the,” “us,” and “our.” by removing low-information terms from of the text,
he focus would shift to the keywords, and reduce the corpus size, resulting in greater efficiency. 
ACM Comput. Surv., Vol. 58, No. 1, Article 3. Publication date: September 2025. 



3:8 J. Lu et al. 

Fig. 6. RNN with Auto grading systems. 
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Normalisation –Normalisation is the process of transforming a text into its usual (standard)
orm, e.g., the terms “2moro” and “tomrw” into their normal form, “tomorrow”. Another example
s the mapping close words, e.g., “key-words”, “key words”, or “keywords” to just “keywords”. 

Lemmatisation or stemming – Stemming plays a crucial part in NLP when it comes to delet-
ng suffixes or prefixes. Stemming can result in incorrect interpretation and spelling problems, but
emmatisation considers the context and changes it into its basic meaningful form, and returns a
ord to its basic or root form known as a lemma. 
Parts-of-Speech (POS) –POS tagging refers to the process of allocating one of the speech parts

o a certain term. POS tagging is a way of labelling every word inside a sentence with its correct
egment of speech. This is frequently a more straightforward way for schoolchildren to identify
ords such as verbs, adverbs, nouns, pronouns, adjectives, conjunctions, and so on. 

.3 Recurrent Neural Network (RNN) with ASAG Systems 

NN, unlike a simple feed-forward network ( FNN ), remembers items from both present training
nd earlier inputs, which are referred to as Hidden State Vectors [ 44 ]. Depending on the prior
nputs, the same input can create several outcomes, i.e., permuting the input sequence generally
esults in distinct outcomes. RNNs have substantially enhanced the interpretation of sequential
ata by accurately capturing aspects that is contained in natural language, putting into account
rior words, and critically capturing the meaning in a sentence [ 137 ]. This type of network is
deal for tasks that require the assistance of a context, including speech recognition and other NLP
pplications. 

RNN has two key features: (1) Parameter Exchange ( PE ), (2) Gated Recurrent Unit ( GRU ).
or PE, the parameters share across inputs. When this type of network does not integrate them,
t is simply a conventional FNN with its own weights for each input. GRU as well as the Long

hort-Term Memory ( LSTM ) are the most widely employed in RNN [ 33 , 72 , 78 ]. 
Figure 6 shows that RNN was relatively newly used in auto grading systems, in 2016, only 3

ublications are available, but in 2024 there were 173 articles published in 10 subject areas and
5 academic journals, there is an increasing trend in the auto-grading systems, according to sci-
ncedirect.com. 

.4 Large Language Models (LLMs) with ASAG Systems 

he techniques of LLMs have been used for ASAG systems in many disciplines [ 31 , 45 –47 ].
LAMA-2 is the most recently reported modes that developed further based on LLMs [ 48 , 49 ].
hese models use a unidirectional environment and were pre-trained on large textual corpora,
hich give them remarkable contextual information-gathering abilities [ 47 ]. They provide a thor-
ugh comprehension of brief responses since they might represent a phrase rather than simply as
CM Comput. Surv., Vol. 58, No. 1, Article 3. Publication date: September 2025. 
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Fig. 7. LLMs and LLAMA associated with ASAG and their importance to ASAG system. 

a  

o
 

p  

e  

C  

o  

c  

w
 

e  

L  

a  

P  

t  

c  
 list of words. BERT and GPT based LLMs have been optimised to produce outcomes in a variety
f grading standards [ 46 , 47 , 50 ]. 
Although LLMs is a cutting age technology, the reliability of current modes is still debatable. In

articular, the modes are used in the medical science [ 51 ]. Quah et al. prepared 259 questions to
valuate the accuracy of answers using LLMs together with GPT-3.5, GPT-4, Llama 2, Gemini, and
opilot [ 51 ]. They found 68.9% for the performance of ‘basic science’ and 45.9% for the performance
f subject based questions, i.e., ‘pharmacology’. They recommended that the current technologies
ould be used for teaching, but not advise for the decision-making in clinic practice. Of course,
ith a performance of 45.9% accuracy, it is not confident to make a right decision. 
The technologies are getting popular according to the sciencedirect.com, about 10 subject ar-

as adopted them and reported through 25 academic journals/media (see Figure 7 (a) and (b)).
LMs/LLAMA have extended the powerful functionalities into multilingual applications with
uto-grading systems (see Figure 7 (c)). Correa et al attempted a small case study in the Brazilian
ortuguese [ 143 ]. They concluded that the instructions from English language cannot be simply
ranslated into other languages, thus, making additional effort is not avoidable. A recent study dis-
ussed the importance of cross-lingual analysis for political bias and false information prevalence
ACM Comput. Surv., Vol. 58, No. 1, Article 3. Publication date: September 2025. 
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n a few recent tools, which are underpinned by LLMs based models or chatbots [ 144 ]. The stud-
es involved in Russian, Ukraine and English, and evaluated with four or five LLMs based tools,
.e., ChatGPT, Bing Chat, and Bard/Gemini. They have no conclusion for which tool is performed
etter for using multilinguals [ 144 ]. 
A study investigated in the area of sentiment analysis with three languages, Czech, French, and

nglish [ 145 ]. They used the latest LLMs based modes, e.g., LLAMA2 and ChatGPT, with positive
onclusions because the results achieved are impressive at least 1% to 3% accuracy, in comparison
ith other existing models, such as modes based on CNN, LSTM, BERT and XLM, and so on.

 145 ]. These technologies are developed relatively new, only 6 articles reported in 2023, 17 articles
eported in 2024, according to sciencedirect.com (see Figure 7 (c)). 

Figure 7 (d) shows the significant contributions of LLMs to ASAG, which demonstrate the im-

ortance of the technology that is correlated between LLMs and ASAG as discussed in recent
LM-generative approaches [ 41 , 146 –151 ], in particular, for what LLMs are doing and correspond-

ng to what ASAGs are potentially needed as shown below: 

—Natural Language Understanding (LLMs) → Handle diverse student phrasing (ASAG) [ 146 ]
—Semantic Similarity/Paraphrase Detection (LLMs) → Match student answers semantically

to reference answer (ASAG)[41] 
—Text Classification (Scoring) (LLMs) → Assign accurate grades (ASAG) [ 147 ] 
—Explainability and Feedback Generation (LLMs) → Provide meaningful, interpretable feed-

back (ASAG) [ 148 ] 
—Contextual Embeddings and Deep Representations (LLMs) → Capture nuanced meaning

in student responses (ASAG) [ 149 , 150 ] 
—Robustness to Noisy Text (LLMs) → Deal with typos and grammar mistakes (ASAG) [ 151 ]

.5 ChatGPT Associated with the ASAG Systems 

enerative AI, such as ChatGPT, may help instructors to prepare questions and students to under-
tand the topics [ 31 , 52 , 53 ]. Thus, it could be indirectly associated with outcome of assessments,
.g., formative assessment when score is involved in text based contents. 

Jukiewicz reported that using ChatGPT for grading programming assignments can improve the
fficiency with an automatically marking operation [ 54 ]. The article also noted that ChatGPT is
mpartial and unbiased. The coding standards can be enforced with the evidence presented [ 54 ].
owever, Freire et al. argued that ChatGPT has an issue in reliability for generated answers, e.g.,
hen they created 30 questions the confidence range was very low, about 22.9% and 28.6% [ 55 ].
aman and Skolnik used ChatGPT for postgraduates to conduct literature reviews, but they ar-
ued that ChatGPT may provide many fake articles that lead to very poor results [ 56 ]. Alshehri et
l. reported that in the medical domain ChatGPT may appear satisfactory to users, but generate
naccurate answers, e.g., to the questions of common patient hip arthroscopy [ 57 ]. Thus, this new
echnology brought challenges to users positively and negatively. Accuracy is a main concern for
 number of investigations [ 54 , 57 –60 ]. With the intervention of generative AI, LLMs and NLP,
hatGPT are getting stronger and the popularity is increasing. It has been reported for ChatGPT,
bout 180.5 million users up to 2024, once reached 100 million weekly, according to SEO.AI (seo.ai,
ccessed 2 November 2024). Assessment with the acceptance of AI intervention will be a new
hallenge in future educational society. 

The technology of ChatGPT is relatively new, only 42 articles published in 2023, and 124 arti-
les published in 2024, about 10 subject areas have adopted it and reported through 25 academic
ournals, according to sciencedirect.com (see Figure 8 ). 
CM Comput. Surv., Vol. 58, No. 1, Article 3. Publication date: September 2025. 
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Fig. 8. ChatGPT used for ASAG systems. 

Fig. 9. BERT used in auto grading systems. 
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.6 Bidirectional Encoder Representations from Transformers (BERT) with Auto 

Grading Systems 

ERT is relatively well-known technology in text processing and has been used in auto grading
ystems [ 41 , 61 –63 ]. From 2016 to 2024, the number of publications increased from 3 articles to 87
rticles. The technology has been applied for 10 subject areas and reported through 25 academic
ournals/media, according to sciencedirect.com (see Figure 9 ). 

In 2019, Devlin et al. made a significant advancement in NLP by introducing BERT, which
howed the value of bidirectional background in pre-trained model languages [ 31 ]. BERT is bet-
er at picking up subtleties and meanings in text because it learns situational interpretations by
aking into account of left and right background [ 32 ]. New state-of-the-art standards have been
stablished in numerous NLP assessments [ 31 , 32 ]. Due to its capacity to comprehend the larger
ontext of responses, BERT can assess responses by considering how words run collectively and
ndividually in a cohesive response [ 35 ]. Thus, BERT performs well for the grading tasks that
equire a sophisticated knowledge of student responses [ 44 , 50 ]. For example, the given textual
ata is tokenised as, T o k 2 ,. . . . T o k m 

and given inputs which are encoded to be fed into the neural
etwork to obtain the textual output T 1 , T 2 , and so on. The reasons for BERT’s Success in Short
nswer Grading Systems are as follows: 

(A) Contextual comprehending: BERT is able to evaluate a student’s answer based on the
question’s setting. It takes into account how each word interacts with all of them, which
is crucial for scoring concise responses that call for a complex understanding. 

(B) Gauge how semantically comparable the student’s reply and the anticipated response are:
BERT might be adjusted for a particular grading activity to provide a model that calculates
grades depending on how the responses are similarly represented. 

(C) Managing counterparts and variants: BERT is capable of managing synonyms and linguis-
tic variants to distinguish “photosynthesis” and “the procedure of photosynthesising”. 
ACM Comput. Surv., Vol. 58, No. 1, Article 3. Publication date: September 2025. 
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Fig. 10. XLNET with auto grading systems. 
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(D) Sentence-level analysis: BERT can also evaluate the cohesiveness of the overall answers
by studying the relationships between sentences. This is essential for judging responses
that must be rationally organised and well-structured. 

.7 Extra Large Bidirectional Transformer Network (XLNET) Associated with Auto 

Grading Systems 

LNET, often known as “Extra Long-Short Term Memory”, is an additional potent transformer-
ased theory [ 65 ]. Yang et al introduced a framework set by BERT with expansion [ 64 ], called XL-
ET that uses a permutation-based learning strategy in order to anticipate each word in a phrase
nd expands on the idea of bilateral contextual modelling [ 63 ]. XLNET can identify deeper informa-
ion relationships than BERT and represent relationships between all words in a sentence [ 63 , 64 ].

XLNET is ideal for short answer grading because it can capture intricate context-based linkages
etween words and phrases, particularly when the exam calls for students to offer a thorough
ustifications and background for their responses. Aurpa et al. used XLNET to reorganise mathe-

atical equations with the results achieved 99.80% in accuracy [ 65 ]. Thus, XLNET has shown high
erformance in NLP tasks and it has benefits as: 

(A) Enhanced environmental grasping: XLNET is resilient when evaluating the syntax of a
student’s answer since it can take into account of various word ordering and interdepen-
dence. 

(B) Decrease in pre-training biases: The permutation-based learning used by XLNET lessens
prejudices brought on by the word order in the training information. This will help with
short response scoring since it enables a more equal evaluation of various word choices
and phrasings. 

(C) Conceptual consistency: XLNET can accurately identify phrases’ conceptual coherence,
guaranteeing that the responses are logically structured to make sense within the inquiry
settings. 

(D) Managing complicated sentences: The capacity of XLNET to capture long-range linkages
is beneficial for evaluating higher-level brief responses with intricate connections. 

It seems that not many articles of XLNET related to the ASAG systems are reported from the lit-
rature (see Figure 10 ). From 2020 to 2024, only 17 articles were published, but these small number
f publications involved 7 subject areas and 15 academic journals/media, according to sciencedi-
ect.com. The evidence showed that some potentials for the technology in near future. 

 The Computational Similarity Methods Used for the ASAG Systems 

n general, computational similarity modes in this context are used to find similar text for the short
nswers during assessment. Ye and Manoharan studied a mode that used ML techniques with NLP
CM Comput. Surv., Vol. 58, No. 1, Article 3. Publication date: September 2025. 
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Fig. 11. Various computational methods used in ASAG projects. 
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o grade short answers automatically [ 66 ]. This method verifies the student answers by comparing
t with a specimen answer based on the semantics presented instead of word comparison. Nael et al
sed a DL approach for an Arabic short answer grading system [ 67 ], which adopted a dataset based
n the Arabic language called AR-ASAG developed by [ 68 , 69 ]. One of the most basic and efficient
trategies used to construct such systems is reference-based systems, given the student’s response
 reference answer [ 31 ]. Another technique employed is the similarity measurement, including co-
ine similarity and Levenshtein distance [ 32 ]. These measurements can then be utilised inside an
lgorithm to classify each answer. Farouk noted that the question and answering systems can use
ext similarity measures to verify the answers and assign grades [ 70 ]. Farouk further mentioned
hat the challenges arise while measuring the similarity and accuracy between sentences that were
ritten in different ways [ 70 ]. Kadupitiya et al. implemented a system to assess answers automat-

cally, according to the question types and other restrictions provided in the marking rubric [ 69 ].
utri et al. reported that the text document feature can be extracted using Term Frequency-Inverse
ocument Frequency and then classified using K-Means, mainly relevant to the frequency and the

emantics of words [ 71 ]. 
The reviewed results are shown in Figure 11 . In similarity measurement, DL is used (20%) to

erform the grading tasks since 2017, but ML has more users (about 33%). For the corpus-based
pproach, only 3 projects were involved with small ratio of users (about 4%), and used with other
echniques as a hybrid approach [ 18 , 19 , 72 ]. For the knowledge-based approach, only one project
as involved with two techniques used together, i.e., corpus and ML, as a hybrid approach [ 19 ].
bout 17% projects involve the hybrid approach. Magooda et al. used more than one techniques
ither to improve the efficiency and accuracy or to compare the efficiency with different techniques
 73 ]. The hybrid techniques as generic models have been used for two or more similarity measures.
he purpose is to identify which similarity measurement gives better performance. 
Figure 12 shows the relationship with these computational techniques. Most projects use multi-

le techniques. Galhardi and Brancher discussed the use of ML techniques [ 74 ]. Zhang et al. com-
ined techniques of information extraction using ML and DL [ 75 ], whereas Marvaniya et al. used
ethods of concept mapping and ML [ 76 ]. Bonthu et al used ML and DL approaches [ 5 ]. A very few

rojects have used a single approach, such as Sreevidya and Narayanan who used DL [ 77 ]. Two
rojects used the combinations of three approaches: Sahu et al. used corpus-based, knowledge-
ased and ML techniques [ 19 ]; and Tulu et al. used corpus-based, ML and DL techniques [ 72 ].
ahu and Bhowmick, Kumar et al used a stacked regression ensemble model that has shown im-
roved performance over the single regression method [ 19 , 78 , 83 ]. Burrows et al. have done an
valuation on the methods used to grade the short answers [ 38 ]. To auto grade short answers, a
eep understanding of theories in knowledge representation and information retrieval/extraction
ACM Comput. Surv., Vol. 58, No. 1, Article 3. Publication date: September 2025. 
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Fig. 12. The relationship with similarity modes and computation techniques used in ASAG projects. 
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s required to process the free text written by the students. Most modes have been developed for
everal years with mathematical proven (see Table 3 ). In most systems, feature extraction is based
n the information retrieval, machine language, textual entailment, and n-grams. With technology
pgrades, the hybrid techniques are suitable for the tasks. 
A number of models are applied for the computational similarity [ 13 –16 , 38 ]. These modes are

sed to measure ASAG systems including word-based text similarity and structure-based sentence
imilarity [ 70 , 79 , 80 ], character based lexical similarity [ 13 , 80 , 81 ] and meaning based semantic
imilarity [ 80 , 82 ], and so on., as shown in Figures 13 , 14 , and 15 . By using the vector represen-
ations, the sentence similarity is measured (Table 3 ). In computation, vector-based search could
void unnecessary paths to improve the performance as experimented by [ 91 ] that deployed the
ector-based graph mode for document processing. The structure-based approach is the least used
CM Comput. Surv., Vol. 58, No. 1, Article 3. Publication date: September 2025. 
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Table 3. The Computational Modes for Measurements of Similarities and Performance 

Lexical similarity computation modes 

1. Longest common substring similarity L( S A, S B) = max 1 ≤i ≤m, 1 ≤j≤nLsuf f ( S 11. . . i , S 21. . . j ) 
Where,m – length of string SA , n – length of string S B , 
Lsuff – function to find the longest common suffix 

[ 13 ] 

2. Jaro similarity Dj = 

{ 
0 i f c = 0 

1 
3 (

c 
| s 1 | 
+ c 

| s 2 | 
+ c−t 

c )o th e rw is e ′ 

Where, c – number of similar character, t – half of the number transposition 

[ 13 ] 

3. Levenshtein Distance S( S A , S B = 
1 −d (S A , S B )

max (l (S A ),l (S B ))

Where, l – is the length of the string 

[ 14 ] 

4. N-gram N(S1,S2) = 
n ×n um b e r of s i mi l ar bi дr ams 

t ot aln um b e r of b iдr ams 
[ 84 ] 

5. Cosine similarity S(a,b) = cos θ = a . b 
| | a | |∨ b∨ 

[ 15 ] 

6. Web Jaccard similarity JC( y i , y j ) = 
y i ∩ y j 
y i U y j 

[ 85 ] 

7. Overlap coefficient OC( S A , S B = 
| K | S A | ∩ K | S B | | 

m in (| K | S A | | , | K | S B | | )
[ 86 ] 

Semantic similarity computation modes 

8. Normalised Google distance similarity GD(a,b) = 
ma x { lo дf (a ),lo дf (b)}−lo дf (a ,b )

loдN−m in { lo дf (a ),lo дf (b)} 
[ 80 ] 

9. Resnik similarity R(c1,c2) = ln( p is (c 1 , c 2 ) [ 97 , 88 ] 

10. Sentence similarity measures Word Based sentence similarity 
Word Matrix 

WM = [ a 11 · · · a 1 (n − δ )
. 
. 
. 
. . . 

. 

. 

. a (m − δ )1 · · · a (m − δ )(n − δ )] 

W S = 
δ
∑|p | 

i= 1 pi×(m +n )

2 mn 

[ 89 ] 

11. Sentence similarity measures Structure based sentence similarity 
Grammar based 
Similarity( S A , S B ) = 

2 ×depth(h S A , S B 
)

d e p pl (S A , h S A , S B 
)+d e p pl (S B , h S A , S B 

)+2 ×d epth(S A , S B )

[ 90 ] 

12. Vector Based sentence similarity Average of word 
→ 

S = 1 
M 

M ∑
k= 1 

→ 

w k 

[ 91 ] 

Computation performance modes 

13. Accuracy A = T P+T N 

T P +F P +T N+F N 

[ 66 ] 

14. Precision P = T P 
T P+F P [ 90 ] 

15. Recall R = T P 
T P+F N 

[ 17 ] 

16. F1- score F1 = 
2 ∗p r ec i si o n∗r eca l l 
p r ec i si o n+r eca l l 

[ 92 ] 

Fig. 13. The distributions of similarity measures based on different categories. 
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Fig. 14. The relationship with the categories of similarity measures and projects. 

Fig. 15. ASAG systems measure different similarities. 
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pproach and mostly considered for checking the language subjects. Meanwhile, the complex-
ty of computation makes the approach not as popular as other methods, as evidenced by [ 90 ,
3 ]. Farouk and Lee et al. also realised that the challenges are involved in other elements during
he computation, e.g., gamma and linguistic rules with different languages [ 28 , 90 ]. 

Figure 13 shows the distributions of similarity measures. It was found that vector-based ap-
roaches are most commonly employed (29 projects) and structure-based approaches are the least
CM Comput. Surv., Vol. 58, No. 1, Article 3. Publication date: September 2025. 
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Table 4. The Measure Methods and Limitations Based on the Two Types of Approach, i.e., Character and 

Term Based 

Approach Measure methods Limitations Refs 
Character 
based 

Longest common 

substring similarity 

More space used as the operation uses 
recursion technique. 

[ 13 ] 

Jaro similarity The result is efficient only for smaller data size. [ 106 ] 
Levenshtein similarity Result is not efficient for larger texts. [ 15 ] 
N-gram similarity This method reduces accuracy. [ 107 , 108 ] 

Term-based Cosine similarity This method is domain dependent [ 15 ] 
Web Jaccard similarity Lower accuracy [ 85 ] 
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eported (2 projects) in the literature. Wu and Yeh used vector-based approach by using the meth-
ds of word2vec, GloVe and sense aware vectors [ 17 ]. Figure 13 also shows that the hybrid approach
s the most used (34 projects) for 25%, and the statement-based (23 projects) for 17%, vector-based
31 projects) for 23% and corpus-based (18 projects) for 13%. The measures are not frequently
sed in structure-based (2 projects) for 2%, character-based (5 projects) for 4%, knowledge-based
8 projects) for 6%. 

Figure 14 shows the relationship with similarity categories . Investigations in text similarity are
ore popular than the investigations in sentence similarity. Sultan et al. investigated text simi-

arity for lexical and character-based approaches and vector-based approaches for sentence simi-
arity [ 95 ]. Tulu et al investigated statement-based, word-based and vector-based approaches for
entence similarity [ 72 ], whereas Uto and Uchida only investigated word-based and vector-based
pproaches [ 96 ]. Menini et al investigated three approaches, i.e., corpus-based to measure semantic
imilarity, word-based and vector-based approaches to measure the sentence similarity [ 97 ]. Most
nvestigations used multiple approaches to measure both text and sentence similarities, which in-
icate the complexity of computational processes in comparison with character-based approach
nly [ 72 , 95 –97 ]. The researchers who used DL methods have tried to adopt at least one approach
n measuring text-based similarity and vector-based in sentence similarity. Azad et al. investigated
haracter-based approach in text similarity and vector-based in measuring sentence similarity [ 98 ].
hang et al. utilised statement-based, corpus-based for measuring text similarity and word-based

or measuring sentence similarity [ 99 ]. A few researchers adopted just one approach for measuring
imilarity [ 19 , 62 , 77 , 100 –102 ], e.g., only used vector-based to measure sentence similarity; only
dopted statement-based approach [ 34 ]; only used corpus-based for measuring semantic similarity
 63 , 103 ]; only used knowledge-based approach for measuring semantic similarity [ 104 , 106 ]. Very
ew investigations adopted a structure-based approach, and character-based approach to measure
he text similarity [ 95 , 98 ]. This further explains that the limitations identified in the Tables 4 and
 could be the challenges for researchers to face in near future. 

Figure 15 summarises a general structure of the similarities in ASAG systems, i.e., word-based
ext similarity and structure-based sentence similarity [ 70 , 79 , 80 ], character based lexical similar-
ty and meaning based semantic similarity [ 13 , 80 , 82 ]. The similarity measures can be grouped by
ext and sentence. The text similarity is linked to lexical and semantic based. Semantic similarity
s corpus and knowledge based. Sentence similarity is word, structure and vector based. 

Table 3 presents 16 computational modes that are developed or adopted. The modes are
elevant to the computations of lexical similarity (1 to 7) and semantic similarity (8 to 12), as well
s performance computation (13 to 16). These modes define the features of similarities in terms
f strings, sentences, meanings, and words. There are four modes paid special attention to the
ccuracy, precision, recall and scoring with the consideration of true and false positives. From the
ACM Comput. Surv., Vol. 58, No. 1, Article 3. Publication date: September 2025. 
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Table 5. The Algorithms used to Measure Semantic Similarity based on the Corpus and Knowledge 

Approaches 

Approach Algorithms Limitations Ref. 
Corpus-based Latent semantic 

analysis similarity 

The computation is invisible [ 109 ] 

Normalised Google 
distance similarity 

The results are unstable if there are a 
greater number of Google pages 

[ 29 , 80 ] 

Knowledge-based Resnik similarity Values are limited to corpus. Semantic 
meaning is not presented properly. 

[ 87 , 80 , 110 ] 
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eview of similarity measures the articles were chosen based on the analysis of short (few words),
edium (up to 2 sentences) and long sentences (paragraph or essay), the domains of subjects and

anguages to show that the similarity measure is essential in short answer grading. 
Table 4 presents the methods and limitations based on the two types of approach, i.e., character-

ased and term-based. The limitations are mainly related to the efficiency for large texts, extra
nnecessary space used lower accuracy, and domain dependency, according to the choice of mea-
ures. There are four methods reported in character-based approach (see Table 4 ). Majumder et
l investigated longest common substring similarity, but they found that the method needs to use
ore space because of recursion process [ 13 ]. Vijaymeena and Kavitha reported their approach

f Jaro similarity that was efficient but only for smaller data size [ 106 ]. Olowolayemo et al used
evenshtein similarity and found that it is not efficient for large text [ 15 ]. Potthast et al and Franco-
alvador et al reported that they used the method of N-gram similarity with a reduction of accuracy
 107 , 108 ]. There are two methods reported in term-based approach, i.e., Cosine similarity and Web
accard (see Table 4 ). Olowolayemo et al investigated a method of Cosine similarity and identified
hat the method is domain dependent [ 15 ]. Chung et al used a method of Web Jaccard similarity
nd found that the accuracy was lower [ 85 ]. 

Table 5 presents different algorithms used to measure semantic similarity based on the two
pproaches, i.e., corpus and knowledge. The limitations cover (1) computational visibility, e.g., Nau
t al investigated the algorithms for measuring corpus-based similarity of Latent semantic analysis
 109 ]; and (2) stability of results, e.g., Pradhan et al used Normalised Google distance similarity
nd found that the values are only based on the corpus, e.g., historically reported from Resnik
 80 , 87 ]. The algorithms of Resnik similarity were further investigated by [ 80 , 87 , 110 ]. These
eported limitations imply that the semantic similarity measures are still at very early stage, e.g.,
nly studied at the research lab. Development of robust and reliable algorithms could be a future
esearch challenging task. 

 Grading Methods Associated with ASAG Systems 

rading is one of the most essential components of evaluating the short answers. Grades provide
he performance outcome of students’ answers. All student answers vary as they write the answer
n their own understanding. Hence, the teachers need extra effort to evaluate the answers carefully
o provide fair grading. This is time consuming and heavy workload for the markers [ 26 ]. Auto-
ated grading was introduced to reduce the teachers’ workload by using various methods [ 15 , 17 ,

8 , 63 , 76 ] (see Table 6 ). Wu and Yeh used correct-incorrect, i.e., a 2-way system, to achieve an
ccuracy of 91% [ 17 ]. Marvaniya et al. reported that a 2-way approach achieved the highest figure
or the classification of macro-averaged features in comparison with 3 and 5-way approaches [ 76 ].
urrows et al. discussed how the system varies as 2-way grading, 3-way grading and 5-way grad-

ng [ 38 ]. Several systems used point-based grading as 0-1 or 0-5, and hybrid systems, depending
CM Comput. Surv., Vol. 58, No. 1, Article 3. Publication date: September 2025. 
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Table 6. Definitions for Grading Systems 

No Grading methods Description 

1. 2-way grading Correct and Incorrect 
2. 3-way grading Correct, Partially Correct and Incorrect 
3. 5-way grading Correct, Partially Correct, Contradictory, Irrelevant and Non-domain 

4. Points based 0-5 (Mostly 0 is considered as low score and 5 is the maximum score, 
sometimes vice versa) 

5. Hybrid With more than one of the above methods 

Fig. 16. Grading methods and usage percentage. 
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n the grading approach [ 66 , 111 –114 ]. Table 6 summarises the various methods. Figure 17 the
rey line connections represent incorporation of hybrid grading methods. 

Generally, once the similarity is measured, based on the output of the similarity level the grading
s assigned. The results for five commonly used grading methods are presented in Figure 16 . The

ost used method is scoring/points (about 46%) for 34 projects. Only one project used a 5-way
ethod (about 3%), but 5 projects merged 5-way with other methods to improve the performance. 6

rojects used more than one grading methods, i.e., a hybrid method, to evaluate the efficiency of the
ystem [ 76 , 115 ]. The purpose of grading is to record the performance of teaching and learning for
oth teachers and students. This section has implied a pedagogical significance, i.e., the outcome of
ummative assessment and formative assessment. With the point-based assessment, the collected
oints can be used as the records of student performance or the feedback of teaching delivery as
ell as the indication/guidance/motivation of self-regulated learning, especially with quiz type

hat is widely used in the training or online sessions [ 9 –11 , 21 , 139 ]. 
Figure 17 shows the relationship with grading methods and reviewed investigations. It seems

hat point-based grading is the most used approach, but it is debatable because it is very much
epending on the requirements of users. If other methods are not mature, it is an easy option. 5-
ay is the least used approach [ 78 ]. Çinar et al, Süzen et al and Wijaya reported their experience

n using the point-based grading [ 8 , 116 , 117 ]. Marvaniya et al, Saha et al used three approaches,
.e., 2-way, 3-way and 5-way [ 76 , 115 ]. Kumar et al used 5-way approach [ 78 ]. [ 16 , 44 , 69 , 75 ] only
sed 3-way approach. 

 Datasets Used for ASAG Systems 

arious datasets have been used in the research articles. A large number of researchers have cho-
en pilot datasets in their investigations to prove the system efficiency toward real-world datasets,
ACM Comput. Surv., Vol. 58, No. 1, Article 3. Publication date: September 2025. 
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Fig. 17. The relationship with grading methods and reviewed. 
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ecause the pilot data are collected from real-world and the other named datasets are the publicly
vailable datasets [ 111 , 112 , 118 –121 ]. Some datasets have been developed and made available for
ther researchers around the world, such as, the datasets developed by Mohler et al. [ 122 ], includ-
ng Kaggle [ 123 ], which has been used by several researchers [ 33 , 78 , 83 ]. SciEntBank has been
nother choice for investigations [ 17 , 19 , 63 ]. Recently, Sung et al. [ 100 ] used a large-scale industry
ataset consisting of three domains: (1) Physiology of Behavior (Phy), (2) American Government
Gov), (3) Psychology – Human Development (Psy-I), and Abnormal Psychology (Psy-II). 

Figure 18 summarises the various datasets are used in the literature. 28 approaches about 54%
sed pilot datasets. It seems that the pilot datasets form the most popular approaches. About 7
pproaches used SemEval datasets. 6 approaches used Mohler dataset [ 122 ]. 2 approaches used
he Cairo University dataset [ 68 ]. 2 approaches used Kaggle datasets [ 123 ]. 5 approaches used
roject individual datasets [ 16 –19 ]. 1 approach used large scale industrial dataset [ 124 ]. Datasets
re available not just in English, but also in other languages, e.g., the AR-ASAG Arabic dataset [ 67 ].

In general, a good ASAG system needs good quality of datasets to achieve reliable results to
easure its efficiency and accuracy. It is not just about the techniques, e.g., various NLP, ML,

nd DL modes used to assess short answer grading, ultimately, the pedagogical quality assurance
CM Comput. Surv., Vol. 58, No. 1, Article 3. Publication date: September 2025. 
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Fig. 18. Datasets used with numbers and percentages. 
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eeds it. There are several datasets available for public use, such as the Texas computer science
ataset [ 125 ], the Extended Texas computer science dataset [ 122 ], the Cairo University dataset
 82 ], the SemEval 2013 dataset [ 101 ], and so on. Meanwhile, the advancement of technology in
omputer science continues keeping up the interest toward the potential enhancement of short
nswer grading. 

 Evaluation Methods Associated with ASAG Systems 

he evolution of technology has kept the topic of ASAG still open for research. Williamson et al.
rgued that a major concern is trust in the system and the accuracy of the grading [ 113 ]. For ASAG,
valuation is normally a necessary process for almost every research project during or at the final
tage of the investigation, particularly focusing on the observation of efficiency and accuracy [ 68 ,
6 , 95 ]. Magooda et al. used more than one technique either to improve the efficiency and accuracy
r to compare the efficiency of different techniques [ 73 ]. Burrows et al. provided a historical eval-
ation on the methods used by researchers to grade the short answers [ 38 ]. It is noticeable that
he hybrid techniques as generic models have been used for two or more similarity measures to
dentify which similarity measure gives better performance. The Pearson Correlation method has
een used for the model of information extraction [ 95 ], the sentence embedding techniques [ 76 ],
he corpus based semantic approach [ 68 ], and unsupervised vector space approach [ 18 ]. Some at-
ention has been paid to the evaluation of accuracy through comparison between human grading
nd automatic evaluation, as well as student feedback using Likert scales, and so on. [ 15 , 44 , 66 ,
1 , 98 , 126 , 127 ]. 

Figure 19 summarised detailed evaluation methods and corresponding results reported from
2 articles involved multiple approaches e.g., some projects used more than one method (see
igure 20 ). Evaluating accuracy forms the most focus in the reviewed research articles. Figure 20
hows about 22 evaluation methods reported in the literature. One project may use multiple meth-
ds to evaluate their system. The colour lines are linked to the methods during the evaluation
rocess, Roy et al. reported that they used methods of Skyline and Baseline [ 128 , 129 ], Sayeed and
upta used accuracy, Macro-average F1 and Weighted-F1 [ 130 ], and Ahmed et al. used Pearson
orrelation in addition to RMSE [ 132 ]. 
Figures 21 and 22 show further cases with the accuracies attained from these studies. We

eviewed 37 evaluation methods that have been analysed and their limitations are identified,
hich cover a wide range of problems from project to project, e.g., limited in one language and
ot tested in other languages [ 68 ]; domain dependent [ 100 ]; only applicable for a small dataset
ACM Comput. Surv., Vol. 58, No. 1, Article 3. Publication date: September 2025. 
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Fig. 19. Evaluation methods used and their usages by percentage. 

Fig. 20. Evaluation methods involved in ASAG. 
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Fig. 21. The relationship with evaluation mode RMSE and accuracy. 
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 15 ]; efficiency and accuracy issues [ 17 , 86 ], technology readiness issues [ 98 ], and so on. The
nformation collected could be a useful reference to researchers in the topic area when they are
oing to decide which evaluation method will be suitable to their application. 

Figure 21 shows the relationship with RMSE Evaluation models and accuracy, where the RMSE
tands for Root Mean Square Error. Figure 22 shows the relationship with Pearson Correlation

 PC ) mode and accuracy. In these figures, the inner layer is the Reference; middle layer is the
odels, the outer layer is the evaluation score represented with datasets, i.e., M – Mohler’s dataset

 122 ], CC – Chinese Computer Network ASAG dataset [ 16 , 17 ], C – Cairo University dataset [ 82 ],
E – SemEval Dataset [ 101 ], and SE-AR – SemEval Arabic dataset [ 14 , 18 , 67 ]. 

Ahmed et al reported that they have attained the RMSE score as 96% of accuracy and the Pearson
orrelation 59% of accuracy [ 132 ]. As the same approach, Chen et al attained 55% of using RMSE
nd 97% of using Pearson correlation for their Cross-lingual deep learning using hybrid neural
etwork model [ 133 ], in which the Pearson correlation wins by providing the maximum corre-

ation between the answers. Both models have used the same Mohler’s 2011 dataset [ 122 ]. Thus,
ACM Comput. Surv., Vol. 58, No. 1, Article 3. Publication date: September 2025. 
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Fig. 22. The relationship with evaluation mode RMSE and accuracy. 
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e could say that the model needs to be evaluated using various evaluation methods to bring a
onclusion on the computational accuracy of the model. Determining the efficiency of the ASAG
ystems is complicated with the involvement of multiple grading schemes, multiple datasets and
ultiple evaluation techniques [ 19 ]. While considering the grading systems, the 5-way grading

ystem could be better than the 2-way grading system as the students could be scored for partial
arks for their answers and at the same time the accuracy of grading partial marks should be

valuated. To score the final mark, there is no standard solution, e.g., a few systems used teachers’
nswers as the only reference answers, whereas others just used the teachers’ answers as a guide
or grading the answers. Thus, there are plenty of rooms to research into this area to develop an
bjective grading system with pedagogical theory proven. 
Figure 22 is organised as: the inner layer is the Reference; middle layer is the models, the outer

ayer is the evaluation score represented with datasets, i.e., M – Mohler’s dataset [ 122 ], CC –
hinese Computer Network ASAG dataset [ 6 , 17 ], C – Cairo University dataset [ 82 ], SE – SemEval
ataset [ 101 ], and SE-AR – SemEval Arabic dataset [ 14 , 18 , 67 ]. 
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Summary 

Initially, 4,084 articles were identified using the keyword search. After filtering, the number of
rticles was reduced to 57. Based on the questions set up in Section 2 , we have reviewed: 

(1) A number of existing technologies associated with ASAG. 
(2) AI technologies and computational methods/modes are used in ASAG. 
(3) Published algorithms and their limitations. 
(4) Grading methods with the definitions in Table 6 , using 2-way, 3-way, 5-way, hybrid

methods. 
(5) Datasets and relevant issues used in the ASAG projects. 
(6) Evaluation methods for ASAG systems. 

The results in Figures 2 to 22 and Tables 3 to 6 demonstrate that there are 7 AI related technolo-
ies, 16 computational models of similarity measures, 5 grading methods, 7 types of datasets, and
2 types of evaluation methods with the accuracy and efficiency. 

 Discussion 

rom the reviewed literature, we identified that ASAG does contribute to both formative and sum-
ative assessments, evidenced by Table 2 and Figure 3 (a) and (b) (see Section 3 ). The trend is

moothly growing and the significant benefit is to improve: 

—Classroom learning and self-regulated learning – formative assessment. 
—Anti-bias marking, the reduction of staff workload and results waiting time – summative

assessment. 

To target at the RQ1 , we reviewed technologies that are associated with ASAG, especially recent
eveloped generative AI – LLMs/LLAMA series, e.g., LLAMA-2, LLAMA-4, ChatGPT-4 (Section 4 )
nd their importance and potential needs to ASAG, shown in Figure 7 (d), discussed in Section 4.4 .
e have also looked at other technologies that are adapted into auto grading systems with case

tudies, such as BERT, XLNET, RNN, and relatively well employed ML, DL neurone network, evi-
enced by Figures 4 –10 . Although the new technologies mentioned above are still at the research
tage, these cutting-age technologies demonstrate a growing trend for future ASAG systems that
ill ensure the efficiency of teaching and learning, as well as knowledge delivery toward a better

tandard in pedagogical circles. 
To answer RQ2 , we focus on the similarity measures evidenced by the Table 3 , and Figures 11 to

5 . Technically, ML / DL are most used methods to achieve the better performance, whereas corpus
nd knowledge-based techniques are less popular methods. Based on the literature, we compared
nd analysed the limitations in character-based, term-based, corpus-based and knowledge-based
pproaches, evidenced by Tables 4 –5 . We found that there are several challenges in the current
vailable systems, e.g., (1) the lower accuracy for assessed results, (2) domain dependent for ap-
lications, (3) only applied for the small datasets, and (4) limited datasets available, and so on.
herefore, improving the technology reliability is an immediate task for computational scientists

o enhance the confidence for the end users, which will be directly associated with both summative
nd formative assessments. 

In the reviewed projects (see Figures 13 and 14 ), the statement-based approach is the second
ost commonly used approach (about 23%), and the corpus-based approach is in the third place

about 18%), with the vector-based approach being the largest used approach (about 31%). The
tructure-based approach is the least used approach, representing only about 2% of the research
rojects. Tables 4 and 5 indicate the technical limitations of the existing algorithms and approaches
ACM Comput. Surv., Vol. 58, No. 1, Article 3. Publication date: September 2025. 
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or similarity measurements, which are directly relevant to the pedagogical practice as listed in
able 2 of Section 3 . 
We found that although the existing systems have attained a level of accuracy, each system has

ts own issues to research into the area before releasing to the real-world. Therefore, there is no
eneralised system that could be used at schools for online examinations. For instance, with the
ecent Covid-19 situation, the UK GCSE examinations in 2021 had been cancelled and the grad-
ng for the students was going to be analysed using teacher assessed grading, according to BBC
ews (2022) [ 134 ]. Thus, there are several controversies going on as teacher assessment may not
e objective, e.g., favouring certain students [ 15 ]. As a result, auto-grading is a way to remove
his biased assessment caused by human intervention. Another issue is found that vector-based
imilarity is used for analysing the semantic meaning rather than the syntactic similarity of the
entences (see Figures 13 –15 ). Using semantic analysis, grading the syntactic method would not
e very efficient as the student’s answers would be in their own words based on their understand-
ng. Hence, the semantic similarity to analyse the answer and evaluate the grading should fit the
urpose to be better reflecting students’ learning. The gaps and challenges we identified for the
imilarity measures and auto-grading performance are: 

—Lack of exploration of structure-based techniques: Figures 13 and 14 showed a small num-
ber (2%) of projects reported. It raises the issue of whether structure-based methodologies
for short response grading should be used if the technology is not ready for a real educa-
tional setting. 

—Limited knowledge-based approach: According to the literature (only 6% projects reported),
an approach based on knowledge has only been employed in one study and coupled with
other methodologies. Evidence in Figures 13 and 14 concerns the possible benefits of
domain-specific approaches and rule-based platforms to enhance the efficacy of automated
grading. 

—Inadequate investigation of hybrid methods: Although hybrid methods are said to be the
most often utilised technique, there hasn’t been any in-depth investigation into the precise
combinations and missing information for how much they improve grading accuracy. To
fully grasp the intricacies of hybrid techniques, including the precise mixtures to observe
the real impact on the auto-grading performance, further study is required. 

The grading method is relevant to answer the RQ3. We compared five commonly used methods
see Table 6 ). It was found that the point-based grading methods are the most used (about 46%)
see Figures 16 and 17 ). The 5-way approach only is the least used method (about 3%) [ 135 ], but for
ther projects, though they used a 5-way method, it was merged with other methods as a hybrid
pproach. Currently, the hybrid method is as popular as the 3-way method (both about 15%). The
rading strategies used by the researchers are varied as 2-way, 3-way, and 5-way methods. The
-way method gives whether the answer is correct or incorrect, whereas the 5-way method gives
n in-depth analysis as whether the answer is correct, partially correct, incorrect, non-domain,
r irrelevant. The point-based grading method is defined in Table 6 . The brief response grading
ystem’s operation across a variety of models and train situations have been thoroughly covered
y [ 138 ]. The models are trained using a dataset created especially for scoring brief answers, which
elps to adept at the subtleties of this kind of work. It follows that the following challenges have
een identified: 

(1) Insufficient variety in assessment methods: According to the research, scoring/points
method is the most often used grading system, with little investigation of alternatives
evidenced in Table 5 , Figures 16 and 17 . This raises concerns regarding the variety of
CM Comput. Surv., Vol. 58, No. 1, Article 3. Publication date: September 2025. 
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grading techniques and how well they may be used in various educational settings and
topic areas. Thus, grading type is another challenge as currently the reliability of evalua-
tion is debatable, i.e., which type could reasonably reflect the students’ learning outcomes
is not known. A recurrent network-based approach that simultaneously learns query and
response interpretations was suggested [ 135 ]. They highlighted the significance of DL in
grading systems by demonstrating a superior performance over the conventional rule-
based techniques. Furthermore, in order to attain cutting-edge outcomes, Liu et al under-
lined the possibility of fine-tuning transformer representations as BERT and GPT based
LLMs for grading system [ 35 ]. The introduction of transformer-based designs has had a
significant impact on how Question-Answer Generation – QAG networks have evolved
[ 142 ]. Transformer-based models’ introduction has signalled a paradigm change in grad-
ing system [ 100 ]. These models have shown to be capable of deciphering subtleties and
context in assessment, which has enhanced grading precision. Thus, achieving cutting-
edge outcomes has relied heavily on fine-tuning and transferring knowledge. 

(2) A reliable dataset is important for grading performance. For the datasets selected from the
reviewed literature, we found that the pilot datasets are the most applied, e.g., 42 (about
54%) projects, more than half the projects used them (Figure 18 ). It was also found that
only one project used a large-scale industrial dataset. That dataset consisted of three do-
mains: (1) Physiology of Behaviour (Phy); (2) American Government (Gov); (3) Psychology
– Human Development (Psy-I) and Abnormal Psychology (Psy-II), which was specifically
for the purpose of conducted project. The datasets also revealed a practical issue of im-
plementing and evaluating ASAG systems, i.e., if the datasets are not available in other
languages, the system can only use a pilot dataset for a particular language. While con-
sidering the linguistic systems, for the diacritic words, semantic analysis is less accurate.
This is because if the language does not have a proper corpus, the analysis of the semantic
meaning with various words becomes complicated. Hence, the researchers of the linguistic
systems must be aware of the above discussions. 

The following discussions are relevant to RQ4 . Evaluation metrics are used to evaluate a model’s
erformance, including accuracy and other pertinent indicators. Thorough examination of the
utcomes illuminates the advantages and possible drawbacks of the suggested methodology. It is
lear that most researchers have developed their systems and demonstrated the efficiency, but the
ystems have inherited their own disadvantages, e.g., the methods are not generically evaluable,
anguage dependent [ 68 , 82 ], or domain dependent [ 100 ]. To guarantee the efficacy and conformity
o human evaluation requirements, the systems must be continuously evaluated and improved via
rogressive feedback cycles involving teachers, users or specialists and educational practitioners.
Pedagogically, the most critical issues raised are mainly related to the assessment accuracy that

rings a huge challenge into the debate. The accuracy will directly impact on the maintaining a
AA required good quality/standard of assessment and reflect the real learning outcomes for both
bility and knowledge in the subject areas. Although in recent years, several cutting-age tech-
ologies (see Figures 4 to 10 ), such as LLMs/LLAMA-2, ChatGPT-4, have been introduced into
SAG systems, the results for assessment accuracy are not satisfactory, as discussed in Section 4 .
hus, some users recommended that the applications are not ready for the assessment, though

he technologies are advanced, especially in the medical science subjects, e.g., as the performance
chieved is only 45.9% that is far below the required confidence to make decision as reported
y [ 51 ]. Further evidence demonstrated in Figures 21 and 22 did show that the measurement of
ccuracy is the most considered component during the evaluation process. However, the RSME
ethod has achieved 96% accuracy, but it is not as popular as Pearson Correlation – PC method
ACM Comput. Surv., Vol. 58, No. 1, Article 3. Publication date: September 2025. 
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hat is achieved about 76% accuracy reported by [ 132 ]. From the review on online examination sys-
ems, not many projects have reported on the short answer grading. To achieve better accuracy,
ore clarifications are needed to process short answer sentences with conjunctions, connectives,

ollocation, and presence of indistinctness. In fact, not many systems have been explored by the
eachers, which might be the reasons or barriers to obtain the satisfactory accuracy in the peda-
ogical point of views. It follows that automated grading is not a simple assessment process. An
ccurate formative assessment may significantly benefit learners to receive the effective learning
uidance, e.g., Self-regulated learning [ 9 –11 , 21 –23 ]. An accurate summative assessment is critical
o decide the learners’ pass rate and the final image to the teachers for the successful knowledge
elivery. With the important ramifications for contemporary learning, it will take pedagogy, fair-
ess, and technical factors into account. By addressing these issues, strong, effective and reliable
omputerised systems need to create that can help students and teachers in academic practices. It
ollows that pedagogically, ASAG systems will directly influence the areas of (1) both formative
nd summative assessment; (2) effective learning and teaching; (3) adequate feedback to the learn-
rs; (4) associated to the designed learning outcomes in the educational institutes [ 4 , 9 –11 , 22 –24 ,
8 , 30 , 97 ]. 

In the light of above, to answer RQ5 , the following recommendations are proposed: 

(1) Improve the level of technology readiness for the existing and newly published advanced
systems to establish stronger confidence to increase users’ acceptance from cross-sectors,
cross languages and cross board applications. 

(2) Improve the quality of similarity measures, especially, fill the gaps of structural, knowl-
edge and hybrid approached to enhance the functionality of ASAG and quality of assess-
ment. 

(3) Increase the reliability and variety of grading methods to achieve the objective assessment
as much as possible. Currently, point grading is limited to be good at summative results,
but a feedback-based approach is helpful to learners in learning guidance, e.g., SRL. 

(4) Establish quality datasets to be covered for a wide range of users who are from different
disciplines, educational backgrounds and geographical locations to increase the credibility
of analysed outcomes. It is better to be accredited by the professional bodies rather than
randomly reporting with limited generic significance. 

(5) Enhance the evaluation of computational analysis and grading methods to maintain a good
standard of assessment accuracy / efficiency and to speed up deploying newly developed
advanced ASAG tools and technologies into next generation’s educational settings. 

0 Conclusions and Future Considerations 

 detailed study on ASAG was carried out reflecting its challenges, strengths, and limitations.
fter the systematic review, we identified the limitations of existing models and algorithms evi-
enced by Tables 3 and 4 . These identified limitations are research gaps as discussed in Section 9 ,
hich will be the useful references to benefit academic researchers, pedagogical practitioners and

ndustrial colleagues who are interested in developing a solid ASAG model to fill the gap or using
he applications. The accuracy of auto-grading systems will impact on the summative assessment
nd formative assessment that is associated with the feedback to the learners, designed learning
utcomes, as well as the measures of effective teaching and learning in the educational institutes.
n general, integrating AI technology into educational system is inevitable. Likewise, grading sys-
ems are going to catch up the trend from modelling, analysis to application development in the
ear future. Another point needs to be addressed at the final remarks, i.e., hybrid approach is a
rend in improving the quality of grading similarity measures, accuracy analysis, and efficiency of
CM Comput. Surv., Vol. 58, No. 1, Article 3. Publication date: September 2025. 
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Fig. 23. Automated grading system. 

e  

f  

p

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

valuation process. From the evidence presented in sections, numbers of investigations are looking
or the solutions from multiple approaches; either it is computational modelling or an evaluation
rocess. 
To answer the research questions ( RQs) proposed at the beginning of the article, we identified: 

(1) The most popular techniques ( RQ1 ), i.e. AI based techniques: ML/DL, which is a trend in
the interdisciplinary research, e.g., computer science and educational society. 

(2) The theoretic modes of similarity measures ( RQ2 ), which provide a foundation or guid-
ance for computational modelling in the topic areas, evidenced in Table 3 . 

(3) Commonly used grading methods and tools ( RQ3 ), although some tools are arguable, e.g.,
point based grading, it is the most popularly used in the reality because other alternative
tools are not ready to the markets, evidenced by Table 6 and Figures 16 and 17 . It implies
that there is an immediate need to develop ASAG systems including other types, which
are easy and ready to use with better accuracy in educational circle. The more choices of
datasets could be better suitable for the educational purposes, because the limited datasets
currently available in public domain are inadequate to the real situation. Thus, most users
select to use pilot datasets with their own format and structures, evidenced in Figure 18 ,
which bring a new challenge to computational modelling. 

(4) Most existing challenges in evaluating ASAG aim at improving the quality of feedback
of formative assessment and accuracy of summative assessment in the view of pedagogy
( RQ4 ). A good quality of feedback can be an effective guidance for learners to improve
their SRL and teachers to improve their delivery strategies. Meanwhile, in higher educa-
tion, accurate summative assessment is critical to the final decision of learners’ progres-
sion, final learning outcome and educational degree classifications, even having significant
impact on the employment and further professional career development. Furthermore, it
is critical to maintain the academic QAA for the institutional reputation and has a positive
impact on the learners’ mentally well-being as well. 

(5) There are 5 main recommendations proposed ( RQ5 ) and discussed based on the reviewed
outcome in Section 9 , including technology readiness, e.g., theoretical computational
modes, reliable datasets, quality of grading methods and evaluation of assessment ac-
curacy, and so on. It may involve more than listed points within the context, because
although research into ASAG is still at its early stage, it is a promising research area with
impact on academic settings as well as commercially educational markets in the real-
world. 

Finally, Figure 23 shows a concept for our future expected automated grading system – STPGE .

S –Step 1 is to initiate the examination. 
T – Step 2 is to take the examination, such as questions, sample answers set by the tutor, and

student answers, which are put together in datasets. 
ACM Comput. Surv., Vol. 58, No. 1, Article 3. Publication date: September 2025. 
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P – In step 3, the student answers are processed by applying the techniques and post-processed
text, and statistics are generated for evaluation. 

G – In step 4, the processed texts are checked for their similarity level, and then, are graded. 
E – In step 5, the differences between the human evaluation and the computed results are

analysed to evaluate the accuracy and efficiency of ASAG at final stage. 

It is clear that research into ASAG is still in its infancy, and only a small number of applications
re available, most of them at a research level. Automated grading of short answers is a particularly
romising research area and could be a strong social and economic impact on the huge educational
arkets in real-world. 
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