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Teachers deal with plagiarism on a regular basis, so they try to prevent and detect plagiarism, a task that is
complicated by the large size of some classes. Students who cheat often try to hide their plagiarism (obfus-
cate), and many different similarity detection engines (often called plagiarism detection tools) have been built
to help teachers. This article focuses only on plagiarism detection and presents a detailed systematic review
of the field of source-code plagiarism detection in academia. This review gives an overview of definitions
of plagiarism, plagiarism detection tools, comparison metrics, obfuscation methods, datasets used for com-
parison, and algorithm types. Perspectives on the meaning of source-code plagiarism detection in academia
are presented, together with categorisations of the available detection tools and analyses of their effective-
ness. While writing the review, some interesting insights have been found about metrics and datasets for
quantitative tool comparison and categorisation of detection algorithms. Also, existing obfuscation methods
classifications have been expanded together with a new definition of “source-code plagiarism detection in
academia.”
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1 INTRODUCTION

Source-code plagiarism research has increased over the years and has become a more popular
field. Research into source-code plagiarism detection had already been performed in the 1970s,
for example, a paper [130] from Ottenstein was published in 1976, but some mechanisms that he
used to detect plagiarism had already been presented a few years earlier. These included counting
of operands and operators, which were explained by Halstead in [57] and expanded upon later
in his 1977 book Elements of Software Science [58], which contained detailed descriptions of the
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mechanisms that were used in the early days of plagiarism detection. Halstead was not focused
solely on plagiarism detection, but his work inspired authors like Ottenstein to use the techniques
he introduced for that purpose.

Although source-code plagiarism detection papers go back to the 1970s, and research in the field
has been continuously undertaken by a few authors, it took 30 years for this field to become more
popular, and only in the past 10 years have scientists had a real interest in this field and been able
to talk about different views and aspects of plagiarism detection.

In this review article, the focus is on source-code plagiarism detection tools in academia. The
complete set of constraints with motivation and research questions is given in the next chapter,
while Section 2 presents the review protocol, Section 3 analyses the selected papers in multiple
categories, and Section 4 concludes.

2 REVIEW PROTOCOL

The systematic literature review follows protocols presented by Brereton et al. (software engineer-
ing) [18], Spolaor and Benitti (learning theories) [159], and Breivold et al. (software architecture)
[17]. This section is divided into the following subsections: motivation and research questions;
restrictions and selection criteria; search terms, database selection, and paper search process; and
data extraction.

2.1 Motivation and Research Questions

Plagiarism is a serious problem in academia and naturally a lot of research is trying to solve that
problem form different directions. An initial survey of papers published in 2016 reveal that some
try to prevent plagiarism [62], some try to detect it [151], some do improvements [83], some are
focused on comparisons [114], and so on.

The interest in analysing these papers is to discover how this field has developed and specifically
what the tools used for detection are, which tool is better, how students hide their attempts at
plagiarism, and so on. It would be very hard, and probably even impossible, to cover the whole
plagiarism research area, so focus is only on source-code plagiarism detection tools in academia
and the motivation to choose this specific area is that the authors of this review are all teachers in
academia teaching programming courses.

Much work and many different approaches have been applied to source-code plagiarism detec-
tion, and the questions that this review seeks to answer in the review are as follows:

Q1: What is meant by source-code plagiarism in academia?
Q2: What is meant by source-code plagiarism detection in academia?
Q3: What obfuscation methods do students use to hide source-code plagiarism?
Q4: What detection tools are used and which are the best?
Q5: What algorithms are used in these detection tools?
Q6: What measures are used to compare the tools?
Q7: What datasets are used to compare the tools?
Q8: Where should one search for articles dealing with source-code plagiarism detection in

academia?

To be consistent, and to reduce the number of papers under investigation to a feasible number,
different restrictions and selection criteria were defined.
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2.2 Restrictions and Selection Criteria

The restrictions criteria were divided into two groups: general and domain specific. General critera
can be applied in any review while domain specific critera are useful for this article and maybe
similar articles in the plagiarism detection domain. From this point, the restrictions criteria are re-
ferred sometimes as exclusion criteria, because it defines what types of articles will not be included
in the review.

2.2.1 General Exclusion Criteria.

• Papers that are not written in English language and papers that have only title and/or ab-
stract written in English, although there are good papers in other languages dealing with
source-code plagiarism detection.

• Articles that were added to the searched databases after 29.08.2016.
• Multiple versions of the same article: Only one version of the article from the same author

is included. For example, if an author writes a conference paper with partial results and
after that a journal paper that has full results, then the conference paper is excluded. Also,
if author has one paper that mentions briefly a system for plagiarism detection but also has
an article focusing on this system for plagiarism detection, then the former is excluded.

• Unreviewed reports and technical papers: Although there are some interesting technical
papers or reports, if reports have scientific value, then usually there is a follow-up paper
that is then included if it meets the other criteria.

• Theses: All thesis topics sooner or later have follow-up papers that cover the same topic.
• Covers (journal, conference proceedings covers), posters, discussions.

2.2.2 Domain Specific Exclusion Criteria.

• “Industrial” articles: Papers about source-code plagiarism detection that are not from an
academic environment, like open source projects and source-code from companies.

• Papers that are not focused on plagiarism: This excludes papers (for example) that develop
new algorithms for string matching that are not specifically used for plagiarism detection.
So, if there are no actual results that show that some algorithm works well on plagiarism
detection, then that paper is excluded. This also means excluding algorithm-focused papers
that do not contain evaluation of potential plagiarized documents.

• Papers that are not focused on plagiarism detection: This means papers that are focused
on prevention of plagiarism and discussion of pedagogical issues are excluded. The only
exception from this rule are papers that talk about student/staff perceptions of source-code
plagiarism and help us to understand what is meant by source-code plagiarism in academia
and are not excluded based on other exception criteria.

• Papers that are not focused on source-code plagiarism detection: There are techniques from
related fields that could be used in source-code plagiarism detection but that have not ac-
tually been used. In some papers, authors state “this can be used in plagiarism detection,”
but no research with plagiarism detection in academia was performed.

• Malware detection, source-code refactoring, bug fixing, assignment evaluation, or assess-
ment: These arefour domains from which techniques could have some value to source-code
plagiarism detection but for now are not used for plagiarism detection.

• Source-code reuse: The focus of code reuse is slightly different, because in code reuse the
user copies similar code and makes changes to that code to make it work for another pur-
pose, and the user does not want to hide the copying as he does when plagiarizing. That
is why this kind of similarity detection is different than similarity detection in plagiarism.
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However, if an article uses code reuse principles for plagiarism detection then the article is
included.

• Authorship attribution: “ . . . is not equivalent to the problem of detecting copied programs
. . . often characterized as plagiarism detection . . . ” [162]. “Source code authorship attri-
bution . . . is determining whether a program is significantly similar (usually in a stylistic
sense) to other programs written by the purported author, where the programs being com-
pared were meant to have solved completely unrelated problems” [162]. In other words, the
primary idea of authorship attribution is to identify the author of a program. One might be
interested if two programs were written by the same author, which can be used for plagia-
rism detection. So if not explicitly stated that authorship attribution technique is used for
source-code plagiarism detection in academic environment the article is excluded from the
review.

• Code cloning: “ . . . detection techniques analyze single programs developed by a team of
developers, whereas plagiarism detection techniques compare multiple programs imple-
mented by independent developers; programmers unintentionally introduce code clones
in software programs, whereas plagiarism is the result of programmers who intentionally
copy another program and then attempt to obscure their unethical activity; finally, code
clone detection techniques aim to identify the (few) cloned fragments that exist in (large)
applications, whereas plagiarism detection techniques generally aim to establish whether
entire programs result from plagiarism”[107]. It might be that some code cloning techniques
would also be good for plagiarism detection, but papers in which they were not actually used
for plagiarism detection are not analysed.

• Textual plagiarism: This is another related field and some techniques from textual plagia-
rism are used for source-code plagiarism detection. But, as with other related fields, if there
is not a focus on source-code plagiarism detection in academia, then it is excluded.

• Papers with only one paragraph about source-code plagiarism detection: Papers that have
used source-code plagiarism detection in academia and mention it very briefly, but the real
focus of such papers is different. These papers, if they do not have some evaluation of the
system used with actual plagiarism related results, are excluded.

2.3 Search Terms, Database Selection, and Paper Search Process

To find articles that will answer the research questions databases of scientific papers where
queried. The decision as to what databases to choose was made in three steps. First, systematic
review papers such as Reference [17] were consulted for what databases they used. To this list,
the authors added databases that they personally use when searching for relevant papers. Sec-
ond, these databases were queried for important papers in the field of plagiarism detection that
the authors know about, and reference scanning was performed to see if any important material
was missed. Third, to reduce the number of databases to a feasible amount some were removed
based on the following criteria. If a database contains only papers (that were searched) that were
also found in some other databases, then it is excluded. Note that this does not mean that these
databases do not contain at all relevant papers that are not found in other databases. The databases
that were chosen are as follows: SCOPUS, ACM digital Library (The ACM Full Text collection), IEEE
Xplore (metadata only), Science Direct (SD), and Web of Science (WOS).

To search the databases, various combinations of queries were tried out. Some combinations
of keywords that were tried out just gave too many results, for example: program AND similarity
gave over 13,000 papers only in SCOPUS and application AND similarity gave 358,527 papers only
in SCOPUS. To limit the amount of articles, so that they can be processed in a reasonable time,
and at same time have a sufficient and representative number of articles to analyse, the chosen
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Table 1. Overview of the Number of Papers Returned by Databases

ACM IEEE SD SCOPUS WOS Sum

28.2.2015 613 585 137 1,649 809 3,793
20.8.2015 629 558 201 1,613 829 3,830
29.8.2016 518a 623 221 1,887 1,354 4,603

Total after importing everything into medley 3,419
Total after using “check for duplicates” option 3,183

Total after removing remaining duplicates manually 3,176
Total after removing of covers 3,069

Total after removing all unrelated papers (biochemistry,
electromagnetism, . . . ) found manually by reading only titles

1,214

After second reading of abstracts, conclusion and introduction 314
Total after the complete reading of all papers 150

a Number of results in ACM has lowered instead of going up, because the search engine of ACM has
changed between the searches and the way of writing queries (Appendix A) so there is an inconsistency
in the results in ACM.

(although not perfect) keyword combinations were source AND code AND plagiarism; source AND
code AND similarity; application AND plagiarism; program AND similarity. The final search query
was as follows:

((source AND code) AND (plagiarism OR similarity)) OR
((application OR program) AND plagiarism)

Each database was queried three times on three different dates. The numbers of papers found
by the queries are shown in Table 1. Authors could not obtain full text for 12 papers, so they were
excluded from the review. Excluded papers are References [14, 43, 51, 65, 77, 137, 142, 144, 145, 149,
176, 183].

All the queries in databases where stated to search title, abstract, and keywords if it was possible
to define that. Full text was intentionally excluded, because if a paper is in the field, it should have
those combinations of keywords in the title, abstract, or keywords. To help with managing the
papers during the review the reference management tool Mendeley [161] was used.

2.4 Data Extraction

Once the final list of papers was obtained, a content analysis and review was performed while
considering [17] (1) General paper information: title, authors, publication year, source databases,
and Google Scholar citation and (2) Content-related information about tools (used, created, or com-
pared), comparison measures, algorithms, datasets, programming languages, definitions of plagia-
rism, similarity measures, and obfuscation methods.

The information was stored in Microsoft Excel, and in total there were 190 attributes that were
used to track each article. Most information were binary, for example, regarding the tools informa-
tion there were 17 columns that represented single tools and the information was simply whether
the article does or does not use the tool.

3 ANALYSIS AND DISCUSSION OF SELECTED PAPERS

There were 150 papers extracted, and in this section various analysis are presented based on these
papers. The reference list is given in Appendix B.1.

All graphs and quantitative analyses were performed using the statistical tool R. To ensure that
all newly created functions for processing the quantitative data (like creating frequency tables) are
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correct unit tests were written for each such function, and a test-driven development discipline
was applied while programming such functions. Graphs were examined manually and checked
for correctness. The qualitative analyses were performed manually, since there was no way to
automate them and the results were validated by all authors of the article to ensure the validity of
the qualitative analyses.

3.1 Definition of Plagiarism

It has already been stated that plagiarism is a serious problem in academia, especially in distance
learning enabled with in e-learning environments, as stated, for example, in Reference [106]. But
what is plagiarism exactly, and how is it defined? The definitions of plagiarism have put in three
categories: the general definition of plagiarism, the definition of source-code (program) plagiarism,
and the definition of source-code plagiarism in academia.

A commonly used general definition of plagiarism can be found in the Merriam-Webster Online
Dictionary [37]. The dictionary actually gives four definitions for the word plagiarize (or pla-
giarized or plagiarizing): “To steal and pass off (the ideas or words of another) as one’s own”; “use
(another’s production) without crediting the source”; “To commit literary theft”; “present as new and
original an idea or product derived from an existing source.” Articles that are using some variation
of these definitions are References [9–11, 20, 27, 30, 41, 56, 78, 79, 81, 85–87, 91, 107, 110, 116, 122,
131, 154, 160, 166, 168, 180].

Variations of these definitions that exist in the various sources include the following: “Plagia-
rism is the act of imitating or copying or using somebody else’s creation or idea without permission
and presenting it as one’s own” [91]; “Plagiarism is the act of copying (and sometimes superficially
modifying) work of others and submitting this as one’s own” [56]; “Reproducing someone’s work with-
out acknowledging the source is known as plagiarism” [79]; “Plagiarism —usage of some web content
as one’s own” [87]; “Plagiarism is the unethical practice of taking someone else’s ideas, data, findings,
language, illustrative material, images, or writing, and presenting them as if they were your own”
[107].

In Reference [56], authors give a slightly different definition of plagiarism from the Department
of Computer and Information Science of Utrecht University, which states: “Fraud and plagiarism
are defined as actions, or failure to act, on the part of a student, as a result of which proper assessment
of his/her knowledge, insight and skills, in full or in part, becomes impossible.”

Keeping in mind the general definition of plagiarism, program (or source-code) plagiarism can
be defined as follows: “Source code plagiarism can be defined as trying to pass off (parts of) source
code written by someone else as one’s own (i.e., without indicating which parts are copied from which
author)” [55] or “Code plagiarism as the unauthorized reuse of program structure and programming
language syntax” [20]. Articles using variations of such definitions are References [7, 20, 55, 75,
107, 120, 124].

But the most used definition in our sample is the one from Parker and Hamblen [131]: “A pla-
giarized program can defined as a program which has been produced from another program with
a small number of routine transformations. Routine transformations, typically text substitutions, do
not require a detailed understanding of the program” [131]. Articles using this definition or some
variation of it are References [5, 25, 63, 79, 98, 112, 131, 160, 166, 167].

Some simplified versions of Parker and Hamblen definition are as follows: “A program which
has been produced from another program with a small number of routine transformations” [160] and
“A plagiarized program can be defined as a program that has been produced from another program
without a detailed understanding of the source code” [98].

There are also other definitions that are very similar to the one from Parker and Hamblen:
“Plagiarism: a plagiarized program is a program that can be obtained from the original one by means
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of one or more of the actions listed above” [116]. Here the “listed above” are meant the obfuscation
methods and the list can be found in Reference [116]. “Plagiarism as the application of successive
transformations applied on an original document. A transformation preserves the program function
but not it’s appearance” [99]. “A plagiarized program is either an exact copy of the original, or a
variant obtained by applying various textual transformations such as verbatim copying, changing
comments, changing white space and formatting, renaming identifiers, etc.” [184].

There is also one interesting and different definition from Ohno and Murao [127], but the defi-
nition itself is given in a previous version of the article [126]: “We call it a plagiarism when we find
“a source code written in a coding style which does not fit to the coding model of who wrote the source
codes.”

The last category of definition that is analysed is the definition of source-code plagiarism among
students in academia. There are articles that deal with students perspectives about plagiarism like
the one from Joy et al. [74], Aasheim et al. [1], or Zhang et al. [180], but most deal with it from the
academic point of view like [32]. One interesting observation about plagiarism among students was
done using social network analysis by Luquini and Omar [104]: “Students committed to plagiarize
will rely on closer classmates to obtain a copy of the needed artefact.”

By reviewing the selected articles the most used definition here is the one from Cosma and
Joy [32]: “Source-code plagiarism in programming assignments can occur when a student reuses . . .
source-code authored by someone else and, intentionally or unintentionally, fails to acknowledge it
adequately . . . , thus submitting it as his/her own work. This involves obtaining . . . the source-code,
either with or without the permission of the original author, and reusing . . . source-code produced as
part of another assessment (in which academic credit was gained) without adequate acknowledgement
. . . . The latter practice, self-plagiarism, may constitute another academic offense.”

A shorter version of this definition is given in Reference [33]: “Source-code plagiarism occurs
when students reuse source-code authored by someone else, either intentionally or unintentionally,
and fail to adequately acknowledge the fact that the particular source-code is not their own.” Articles
that use this definition or a similar variation of it are Reference [32, 33, 44, 114, 125, 138, 156, 156,
164].

Different variations of the definitions are the following: “Our definition of source code plagia-
rism in education includes acts of copying source code written in any programming language and
submitting the copied code for evaluation as if it were one’s own work with no, minor, or even ma-
jor modifications aimed at concealing plagiarism and without properly acknowledging the original
source” [138]. Plagiarism is “to purchase the work of others and submit it as one’s own . . . ; to incorpo-
rate the work of another student without their permission . . . or to include the work of others without
referencing the source . . . borrowing and using another student’s work . . . giving completed work to
another student and asking them to improve it . . . ” [156].

A somewhat different definition that differs between mono language and cross language pla-
giarism is given in Reference [150]: “Mono language plagiarism: It is the act of producing source
code file from another source code file of same language just by doing text edit operation and not un-
derstanding the granularities of the program. . . . Cross language plagiarism comes into picture when
students want a source code for particular functionality in language A and while surfing the internet
students come across the exact source code for the functionality but in language B so student decides to
plagiarize by translating syntax of commands on A to syntax of B without understanding the working
of the code.”

Based on the reviewed articles, one can conclude that the general definition given in dictionaries
is quite a suitable one and highly accepted in the field. Regarding the definition of plagiarism
for source-code (program) the Parker and Hamblen definition is an appropriate one. Finally, the
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definition of plagiarism for source-code in academia the one form Cosma and Joy appears to be
appropriate.

But there is one more definition that is not about plagiarism but about the suspects of plagiarism
that can be useful in academia, given by Brixtel et al. “We consider two or more documents to be
suspects if they are much more similar than the average similarity between documents” [19]. This
is not specifically for source-code, but there are again many similarities between soruce-code and
written text. A useful comparison of scenarios that could be considered plagiarism between essay
and source-code is given by Simon et al. [156].

Previous text explains what source-code plagiarism in academia is, so the next question is how
do we detect source-code plagiarism in academia? But before this can be answered, it is necessary
to know about different obfuscation methods that the students are using to hide plagiarism.

3.2 Obfuscation Methods

There are various obfuscation methods used by students to hide plagiarism. Usually, one can agree
with the state from Faidhi and Robinson [42] that “novice, student plagiarism mainly utilizes cer-
tain stylistic and syntactic changes, while expert programmers may introduce semantic changes (e.g.
changing the data structures used, changing an iterative process to a recursive process, etc.) as well.”

There are 72 articles that mention some kind of obfuscation methods (OM), and in these articles
around 25 obfuscation methods were identified. Some of these 25 OM were grouped as one method,
so 16 distinct obfuscation methods were specified (more details at the end of this subsection). For
example, Đurić and Gašević [166] mention the following three obfuscation methods: (1) changing
the order of variables in statements, (2) changing the order of statements within code blocks, and
(3) reordering of code blocks. Such methods have been grouped under a unified name “Reordering
independent lines of code.” Different authors give different names to the same things, for example,
Donaldson et al. [39] mention the method “transposing statements,” and Whale [170] mentions
“changing the order of independent statements,” which are basically describing the same thing.

While 25 obfuscation methods were identified (grouped into 16 methods), one could find more
methods. For example, the technical report from Cosma and Joy [31] identifies around 50 ways
students can modify code. But the 50 modifications can mostly be organized into 1 of the 16 cate-
gories mentioned here. For example, “Reordering functions,” “Reordering code within functions,”
and “Modifying the order of the selection statement” can be seen as variants of “Reordering in-
dependent lines of code.” Also, they have four different comment modifications, whereas we treat
comments modification as a single modification. However, some modifications mentioned in Refer-
ence [31] can be seen as doing several of the 16 modifications, such as “Fixing bugs.” In this
analysis, technical reports were excluded, but they are worth reading, since they can include is-
sues that were not analysed here, for example, some modifications that are mentioned in Refer-
ence [31] such as modifications in user manuals and other supporting documents or modifications
in the interface like colours and fonts.

Most of the 16 obfuscation methods can be obtained (except for 2) by looking at three articles
by Faidhi and Robinson [42], Whale [170], and Đurić and Gašević [166]. The two that are missing
are as follows: “Simplifying the code,” which is first mentioned by Gier [54] and “Translation of
program from other programming language,” which is first mentioned by Arwin and Tahaghoghi
[9].

In most cases, the obfuscation methods are divided into structural and lexical changes that were
first introduced by Joy and Luck [75]. This classification is accepted in the most recent articles
so it is safe to regard it as a standard classification. Another common classification are the six
levels (plus level zero, which means no changes) from Faidhi and Robinson [42]. Chen et al. [23]
introduced the “Pyramid of Program Modification Levels” with level zero (no changes) up to level
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eight (Replacing the control structure with equivalent one), which can be seen as an improved version
of the levels from Faidhi and Robinson.

These levels from Faidhi and Robinson can be matched to the classification of Joy and Luck as
stated in the review form Novak [122] and was originally identified by Lancaster and described in
his Ph.D. theses [92, p. 27]. The same mapping can be applied to the levels from Chen et al. [23].

The 16 identified methods are described together with the following: ID of the method, article
that mentioned the method first, short name, and short description. A list of which articles have
mentioned this method are presented in Appendix B.2. Also each method is classified into one
of the four categories: lexical changes (suffix L), structural changes (suffix S), advanced structural
changes (suffix AS), and logical changes (suffix LG). Lexical and structural changes are defined by
Joy and Luck [75], while advanced structural changes and logical changes are new categories in-
vented while writing this review. The definitions of the four categories are the following. Lexical
changes are as follows [75]: “changes which could, in principle, be performed by a text editor. They
do not require knowledge of the language sufficient to parse a program.” A structural change is a
change that [75] “requires the sort of knowledge of a program that would be necessary to parse it. It is
highly language-dependent.” Advanced structural changes are defined as follows: “subcategory of
structural changes that require more knowledge of program possibilities and relations between equiv-
alent statements in a specific programming language.” Logical changes are defined as “changes that
except for structural changes also change the logic (flow) of a program and require certain amount of
programming skills and knowledge about the application being developed to be performed correctly.
They are very unlikely to be performed by total beginners.”

The order of the obfuscation methods should indicate the increasing complexity of the methods
and mostly follows the order of Đurić and Gašević [166]. This complexity manifests itself in two
ways: First, it is likely to take more effort to perform such a modification, and, second (more
importantly), it is in most cases harder to detect. The identified obfuscation methods are (ID –
First Article – Name – Description):

• OM_01_L – Faidhi and Robinson [42] – “Visual code formatting” – Changes to “code” so
it appears different at first look, these include usually modifying whitespace like indents,
spaces, new lines, and so on.

• OM_02_L – Faidhi and Robinson [42] – “Comments modification” – Changes of comments
in code that includes changing, adding or removing comments of parts of comments.

• OM_03_L – Đurić and Gašević [166] – “Translation of program parts” – Translating parts
of the program form another language like from English to Croatian. The parts are usually
variable names, comments, output and so on. These modifications could be seen as special
cases of OM_02_L, OM_04_L and OM_05_L.

• OM_04_L – Donaldson et al. [39] – “Modifying program output” – Modifying the output
of the program so only LOC that print something are changed or if it is a graphical user
interface (GUI) these would be changes to the labelling, reposition, and so on. However, if
languages like HTML or CSS are included then reposition belongs to method OM_07_S.

• OM_05_L – Donaldson et al. [39] – “Identifier rename” – Changing the names of identifiers
like variable names, constant names, function names, class names, and so on.

• OM_06_L – Prechelt et al. [134] – “Changing constant values” – Changing the values of
constants, final variables, enum values, and so on. that do not change anything in the
logic or output of the program. These is almost the same as renaming identifiers only
on some values and it ca be seen as sub method of OM_05_L but it is mentioned in very
few articles and probably requires a little bit more knowledge to change than identifier
rename.
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• OM_07_S – Donaldson et al. [39] – “Reordering independent lines of code” – Reordering
lines of code for which the order does not make any difference. These include changing
the order of variable declarations, changing the order of statements within code blocks like
functions, reordering of code blocks or functions, reordering inner classes, and so on.

• OM_08_S – Grier [54] – “Adding redundant lines of code” – Adding code that is not used or
adding code that is doing “nothing” (like a=a;) or is unreachable, for example: adding unnec-
essary variables, adding unnecessary function calls, adding unused initializations, adding
unused functions, and so on. In Reference [163, p. 137], a list of various redundant opera-
tions that can be done is given. Function tunnelling and grouping methods mentioned in
Reference [103] are included. The same principle can be used for any kind of statement, such
as when adding redundant statement to some extent where OM_07_S is also performed.

• OM_09_S – Donaldson et al. [39] – “Splitting up lines of code” – This method includes
splitting a single line of code into multiple lines, splitting one function into multiple ones,
splitting the code into multiple classes, or splitting one class into multiple classes, or just
moving inner classes into separate files, and so on. Every splitting is in fact adding some
redundant code, but primary intent was to split.

• OM_10_S – Faidhi and Robinson [42] – “Merging lines of code” – There are two sub methods
that are often divided in the articles but both can be seen as merging:
—OM_10a_S – Faidhi and Robinson [42] – “Merging lines of code” – Merging of variable

initialization and declaration, merging different classes or multiple functions into one,
and so on.

—OM_10b_S – Whale [170] – “Replacing the procedure call by the procedure body” – Spe-
cial case of merging is replacing the procedure call by the procedure body.

• OM_11_AS – Whale [170] – “Changing of statement specification” – Here are three sub
methods given because they describe different operation but all of them are quite similar
and can be grouped together under the unified name:
—OM_11a_AS – Whale [170] – “Changing the operations and operand” – Changing the or-

der of operands, or changing the logical operations with equivalents (like x!=y to !(x==y)
or x<y to x>=y), changing variable scope from local to global and vice versa, and so on.
But this method also includes changing the modifiers and datatypes, which most authors
specify as different methods, so a special ID was given to this method.

—OM_11b_AS – Prechelt et al. in [134] – “Altering modifiers” – Channing the modifiers
for variables, functions, and classes that do not change the behaviour of the code (like
private to public).

—OM_11c_AS – Whale [170] – “Datatype changes” – Change of datatypes like float to
double or vice versa.

• OM_12_AS – Faidhi and Robinson [42] – “Replacing control structures with equivalents” -
Replacing the program control structures with equivalent control structures (for instance
while instead of for, switch instead of if, function instead of procedure) without changing
the logic.

• OM_13_LG – Grier [54] – “Simplifying the code” – Removing lines of code that are not
needed or that will remove functionality that is not the core functionality. This is called
simplifying, because it can remove complex parts of the program that the student does not
want to submit.

• OM_14_LG – Arwin and Tahaghoghi [9] – “Translation of program from other program-
ming language” – This methods converts a program written in one programming language
into another, like C to Java. It appears that in most cases this code would be found on the

ACM Transactions on Computing Education, Vol. 19, No. 3, Article 27. Publication date: May 2019.



Source-code Similarity Detection and Detection Tools Used in Academia 27:11

Fig. 1. Number of articles mentioning obfuscation method.

Internet but written in another language. Since often the assignment will not exactly be the
same probably some logic changes are necessary so this is not only a structural change.

• OM_15_LG – Faidhi and Robinson [42] – “Changing the logic” – The most complicated of
all methods where the student has certain knowledge, but does not know how to implement
it all, so makes some changes in the logic and probably has some parts that are original. Also
into this category falls the situation where someone is paid to build an application and the
person has multiple requests for the same assignments (or has itself done the assignment)
and makes small variations of the same assignment solution.

• OM_16_LG – Whale [170] – “Combining copied and original code” – The student can copy
parts and combine it with their original part, and so is in some way changing the logic and
this cannot be simply considered just a structural modification. At the same time, the logical
change can be simple. This category is left as the last obfuscation method, since it can (but
must not) be the most complex one.

Figure 1 shows the 16 obfuscation methods in graph form. It shows more clearly that the ob-
fuscation methods that include logic change are rarely mentioned (fewer than 10 articles mention
them). This is probably because the detection of such cases is much harder and the articles do not
deal with them rather than that the students do not use them.

Also, it is interesting that some lexical changes have only a small number of mentions like the
method “Translation of program parts” and “Changing constant values.” For the “Translation of
program parts,” one can conclude that it is mostly covered by other obfuscation methods so it
is not very important to be analysed separately. The same goes for “Changing constant values,”
because only a small percentage of lines of code are constants, so they probably do not have much
impact on the result and the authors do not bother with them.

One can see what the most-mentioned methods are, which are mentioned by more than 60
different articles. These are the “Identifier rename” and “Reordering independent lines of code.”
The two methods are 57 times mentioned together in articles. Also, from these 57 articles, 53
of them are using some kind of a plagiarism detection tool. These could be explained as follows.
Probably the two methods are the most used tricks by students and because of this most plagiarism
detection tools deal with them and try to eliminate that obfuscation.
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From the graph, one can further see which methods are next mentioned the most, and from this
one can conclude which methods are more used by the students and were identified by the different
authors. Note that, while frequent mention of a method suggests high usage from the students,
infrequent mention does not necessarily mean that is infrequently used by the students; rather it
means that it was not the focus of many articles. One could further analyse the relationships of
the obfuscation methods, but these are beyond the scope of this article.

Except for the 16 mentioned obfuscation methods, there is a special method of plagiarism at-
tempt when students do not perform any obfuscation and just copy whole or parts of a solution,
and this is then usually marked as a level zero obfuscation method.

When looking at the aforementioned modifications to the different obfuscation methods, one
can say that many of them are actually code refactoring methods. Experienced programmers could
use the knowledge about refactoring to help them hide plagiarism. More troublesome, a modern
integrated development environment (IDE) makes refactoring easy in some cases. For example, in
Java programming language, an IDE makes it easy to switch between a loop iterating through a
list to a lambda expression, which is an easy way to obfuscate plagiarism.

3.3 Source-code Plagiarism Detection

Once it is known what source-code plagiarism is and the different obfuscation methods that are
used to hide plagiarism are known, then source-code plagiarism detection can be defined as “a
process where someone tries to identify plagiarised source-code regardless the various obfuscation
modifications performed on the source-code. And if the process takes place in academia, then it
can be said that source-code plagiarism detection in academia is a process where a teacher tries to
find real plagiarized source-code solutions submitted by students even though they had used various
obfuscation methods to hide their plagiarism.”

It is known that plagiarism detection is a tedious process and that with large groups it is im-
possible to do it manually, and so, as reported in almost every article of the 150 articles that are
analysed, some plagiarism detection engines (or short tools) are used to find plagiarism. But one
should be careful to remember that tools do not find plagiarism; rather, they find similarities that
exist between documents, in our case documents with source-code. “There are many innocuous
and suspicious reasons why student code might be similar . . . ” and “with code reuse actively pro-
moted, the distinction to students becomes further blurred” [105]. So even if tools are called plagia-
rism detection tools, they are actually similarity detection tools. One should always be reminded
what Donaldson et al. said [39]: “It is certainly safe to say that neither the detection system described
in this paper nor any other detection system will find all occurrences of plagiarism. There is an inher-
ent tradeoff between a highly discriminatory system, which overlooks some instances of cheating, and
a less discriminatory one which flags many dissimilar programs.”

It is thus only natural to ask what tools are there and which ones are the best at finding similarity
that are not fooled by various obfuscation methods performed by students. From the 150 articles,
131 articles use, compare, or develop a new tool or a new algorithm for plagiarism detection. From
the 131 articles, 120 are developing a new tool. From the 120 articles, only 55 authors compare their
new tool or algorithm to others, so 65 articles (more than 50%) are not doing any comparison. This
is a problem, since it is really hard to decide what to use and objectively say what is better. This
comes partially from there being no standardized way to compare. Until recently, there were no
standard datasets that could be used (more detail in Section 3.7). To find out which tool to use one
could start by looking at review articles about source-code plagiarism detection.

There are 12 review articles from the 150 that are analysed, and here are short descriptions
of what each review article is doing. The articles are listed in chronological order of publication.
Parker and Hamblen [131] in 1989 compare plagiarism detection algorithms based on software
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metrics they are using and only compare the early attribute counting systems. It is a good com-
parison if one is interested in such early algorithms and the beginnings of plagiarism detection.
Whale [170] explains different kinds of comparison measures (precision, recall, sensitivity, selectiv-
ity, excess detections, and performance indices) and gives comparisons of five tools using different
metrics. These tools are old and are not used anymore, but the comparison technique described in
Reference [170] is still of value. Texler [163] gives an overview of the issue of plagiarism and copy-
ing from a wide variety of angles and gives some factors that encourage or discourage students
from cheating, why they cheat, and so on. Verco and Wise [167] in 1996 compare three plagiarism
detection tools (Plague, SIM, and YAP) based on Whale’s 1990 [170] metrics. Lancaster and Tetlow
[94] in 2005 compare three metrics (word pairs, tokenised longest common substrings, and com-
pression) for finding collusion in source-code. They performed six different obfuscation methods
and compared the results. Mozgovoy [116] has a good description of various algorithms used in
the plagiarism detection tools and principles for comparisons. Chen et al.’s [23] review article talks
about four different types of detections algorithms. Hage et al. [55] compare five tools for plagia-
rism detection (JPlag, Marble, MOSS, Plaggie, and SIM), giving detailed qualitative comparison of
features in 10 categories. They also performed two experiments: first, where they refactored Java
classes (tried to hide plagiarism) in 17 different ways to test sensitivity and, second, another ex-
periment with real cases to test performance for top-10 results for each tool. Martins et al. [108]
compare and describe nine plagiarism detection tools (CodeMatch, CPD, jPlag, Marble, MOSS,
Plaggie, SIM, Sherlock Sydney, and YAP) with feature comparison in eight categories and perfor-
mance test using eight levels of plagiarism. Flores et al. [46] present the results of six algorithms
performing on the Detection of SOurce COde Reuse (SOCO) PAN track at FIRE competition using
the precision, recall, and F1 comparison measures. Misic et al. [114] did feature comparisons on 10
plagiarism detection tools and did two experiments on three tools (MOSS, JPlag, and SPD). For the
first experiment they performed different obfuscations and looked which tool found which obfus-
cated part of the code. The second experiment was on three real courses and showed similarity
percentage in comparison to the top-20 percentage of all indicated matches for multiple assign-
ments. Novak [122] performed a qualitative feature comparison of five tools (MOSS, JPlag, SPLaT,
SIM, Marble, Plaggie, and Sherlock Warwick) and described various algorithms used in these
tools.

As it can be seen from the short description of the review articles, most of them are not very
useful to someone strive to find a good tool to use, some because they are old, and some because
they review algorithms rather than finished tools that can be used right away. Articles [55], [108],
[114], and [122] may therefore be considered the most useful, but one should keep in mind there
could be other good articles that did not make it into the analysis. For the first fast elimination
the qualitative feature comparisons are most useful. For example, if a tool needs some kind of
transfer student assignment from a campus server to other server outside the campus and that is
not allowed according to, for instance, university data protection act, then such tool that works as
an online services is of no use even if it is the best.

If interested in implementing one’s own tool, then the newer papers describing the algorithms
can be of use, but then one should not only use review articles, although they can help to begin
with. If interested in comparison metrics, then the old review articles should not be discarded,
because the comparison metrics introduced by Whale in [170] are still used today.

3.4 Source-code Plagiarism Detection Tools

As already stated, 120 articles (because of the large number the articles will not be listed) from the
150 report the development of some new tool or algorithm for plagiarism detection. Some authors
have maybe two versions of the same tool, but this is rare. Figure 2 illustrates how many tools are
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Fig. 2. Number of tools developed per year.

Table 2. Overview of “Top-Five” Tools Found in the Articles

Tools Last Year First Year compared used developed

SIM-Grune 2014 2010 in [27] 4 2 NA
Plaggie 2016 2006 in [3] 6 0 1
Sherlock-Warwick 2016 1999 in [75] 4 4 1
MOSS 2016 1999 in [16] 29 9 NA
JPLAG 2016 2002 in [134] 37 5 1

developed each year. It can be observed that until 2005 up to 2 tools were developed per year, and
then the interest starts and from 2010 there is a massive production of tools (in 2010 alone 18 tools
were developed).

In spite of the large production of tools in recent years, most of the tools are not available to
the public, they are used only by the authors that developed them and are mentioned in only
one article. We note that 65 of these tools are not compared in the literature, so the quality is
questionable.

Table 2 gives an overview of tools that are considered as “top-five” tools, which means they are
compared at least four times. Tools that are compared at least two times are as follows: Ottenstein,
Donnaldson, Accuse, Plague, CCFinder, CodeMatch, Sherlock-Sydney, PMD’s CPD, SID, Marble,
SIM, and YAP3. Table 2 shows the last year each tool was mentioned, the first year it was mentioned
in the analysis articles and the article number, and how many times it has been compared with
other tools, used, or developed. Table 2 is ordered by year in which the tool was last mentioned
and if the year is equal then by the total number of references to it. The entry NA in developed
means that an article from an author that describes the developed tool was not included in the
final 150 articles.

From Table 2, it is concluded that MOSS and JPlag are the top-two tools (since they are compared
the most), followed by Plaggie, Sherlock Warwick, and SIM from Grune. If one compares the list
of these five tools, then it can be seen that they and a few others were covered by the four review
articles that were suggested to be read first if interested in finding a tool. A list of articles that
develop, use, or compare the top-five tools is presented in Appendix B.3.
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Table 3. Feature Overview of the Top-Five Most-mentioned Tools

Tools
Number of
mentions

Open
source GUI

Available
offline Available from

JPLAG 43 YES YES YES https://jplag.ipd.kit.edu

MOSS 38 NO YES NO https://theory.stanford.edu/∼aiken/moss/

Sherlock-
Warwick

9 YES YES YES http://warwick.ac.uk/iasgroup/software/
sherlock

Plaggie 7 YES YES YES https://www.cs.hut.fi/Software/Plaggie

SIM
Grune

6 YES NO YES https://dickgrune.com/Programs/
similarity_tester

Table 3 presents a short overview of four features for our “top-five” most-mentioned and com-
pared tools with links to where each can be downloaded or used. Table 3 is mostly based on the
feature comparisons from review articles [55], [108], and [122]. All “top-five” tools are free to use
and, as it can be seen from Table 3, most are open source, so it is no surprise that they were most
compared. There could be a perfect tool, but if it is not available for usage, then it is of limited use
to the researchers and has no use for teachers. These tools support the following programming
languages: (1) JPlag: Java, C#, C, C++, Scheme and natural language text; (2) MOSS: C, C++, Java,
C, and so on (full list available on link in Table 3); (3) Sherlock-Warwick: Mainly build for Java, C
and natural language (has no parser so every programming language can be analysed); (4) Plaggie:
Java; and (5) SIM from Grune: C, Java, Pascal, Modula-2, Lisp, Miranda, and for natural language.

Regarding the tools, some have the same name, like SIM from Githcel and Tran from 1999 and
SIM from Grune 1989, Sherlock from Warwick and Sherlock from Sydney, or PMD’s CPD and
CPD from Kuo et al. [90]. The authors use one and reference other. Sometimes this can be noticed
based on the description, for example, authors say that Sherlock has no graphical interface, and
that it is Sherlock Sydney. Sometimes this is not possible, and one just has to trust that the authors
referenced the right one.

One notable article from Cebrian et al. [22] reports a benchmarking tool for plagiarism detec-
tion engines. They have built a tool for generating test cases for the APL2 programming language
but only tested one tool. While the idea is interesting the benchmarking tool is still not very use-
ful because of the chosen programming language. As one of the analyses shows, C and Java are
the most used programming languages for which plagiarism detection tools are built. But the au-
thors of Reference [22] claim that they plan to support Java and C programming languages in the
future.

3.5 Algorithms Used for Source-code Plagiarism Detection

It has been shown which are the most-researched tools, but if one is interested in building a tool
or comparing it, knowledge about algorithms used can be useful. The analysis of the algorithms
is not performed in depth, because it goes out of scope of this article. What is presented in this
subsection is what kinds of algorithms are there and an attempt to classify the algorithms. In
Table 4 algorithm types that were used in the articles are given.

The analysis was done on the 120 articles that develop a new tool or algorithm. Table 4 has five
columns: name of the algorithm (type), last year and first year this algorithm (type) was used, num-
ber of articles that have used this algorithm (type), and how many of these have used tokenization.
Table 4 is divided in two parts: The first part is the algorithm types that are commonly known, and
the second part adds some new categories that were not identified in review articles like Refer-
ence [116]. The number of articles using an algorithm type should not be taken for granted,
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Table 4. Overview of Algorithm Types

Algorithm Type Last year First year Number of articles Tokenized

Based on style 2016 2011 5 2
Based on semantics 2013 2010 7 5
Text based 2016 1996 9 5
Fingerprint based 2015 2005 11 4
Based on attribute counting 2015 1980 25 6
Structure based 2016 1980 25 13
Based on string matching 2016 1981 26 17

New identified categories

Watermarking 2013 2005 2 0
History based 2016 2013 2 0
XML based 2012 2010 3 2
Compiled code based 2015 2006 5 2
Compression based 2010 2004 6 5
Graph based 2015 2005 10 2
Clustering based 2015 2005 11 7
Based on nGrams 2016 2006 15 9
Based on Trees 2015 1988 24 8

because in some articles it is not clear in which category to put an algorithm. But the numbers
give some indication what are the most researched algorithms.

Identified algorithms or algorithm types are as follows: Attribute Counting, Fingerprint, String
Matching, Text Based, Structure Based, Stylistic, Semantic, nGram, Trees, Graphs, History Based, XML
based, Compiled Code Based, Compression Based, Only GST, Only RKR, RKR with GST, Winnowing,
Latent Semantic, and Watermarking. A list of articles that were identified as using a particular
algorithm or algorithm type is presented in Appendix B.4.

From Table 4, it can be seen that all algorithm types have been used recently, and some of
them were invented in the 1980s. Techniques like attribute counting are considered old and are
mostly not used alone. Whale [170] showed that structure-based approaches are much better than
attribute counting, but there is still research dealing only with attribute counting [153]. Most of
today’s plagiarism detection tools combine more types of algorithms. For example, Hage et al.
[56] state “the structural comparison on token streams would not be sufficient to detect plagiarism well
enough. Therefore, we looked at a number of comparisons that are closer to the computational structure
of the submission: the call graph.” Also Table 4 indicates that most algorithms use tokenization. To
be more precise, 53 articles from the 120 also use tokenization. So it can be said that tokenization
forms one very important part of a large proportion of algorithms.

The biggest difference between the older algorithm types and the new types is that the older
ones focused only on the source-code in pure form. They tried to extract metrics from the raw
source-code and compare them. In the new types, additional information is analysed. To explain
what this means, a short description of how each of the new types of algorithms works is given
below. Note this is not an exact specification, and some algorithms are quite complicated, so a
separate review dealing only with algorithms could be performed.

Watermarking algorithms add secret information (called a watermark) that is not visible through
the standard view of the source-code in an IDE, but it can be recognized in a binary or hexa-
decimal view of source-code. In this way the detection is done based on the added watermarks.
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Table 5. Top Used Comparison Metrics

Comparison Metric Last Year First Year Comparing Developing

Selectivity 1996 1990 2 NA
Excess Detections 1996 1990 2 NA
Performance Index 1996 1990 2 NA
Sensitivity 2011 1990 5 3
Speed 2015 1992 5 11
F1 2016 2012 10 10
Fbeta 2016 2012 12 13
Precision 2016 1990 23 26
Recall 2016 1990 24 26
Qualitatively 2016 1980 47 84

History-based algorithms track the data of the user from some repository, or track their progress
from IDE activity logs, to find out whether there is suspicious activity. Compiled code-based al-
gorithms try to use the compiled code and not the original source-code. Compression-based algo-
rithms try to compress the code and try to find some similarities between the compressed codes.
Clustering-based algorithms add another step after the similarities have been calculated to cre-
ate clusters of documents based on the similarities. Graph-based, nGrams-based, Trees-based, and
XML-based algorithms try to transform the source-code into some new form such as a dependency
graph or an XML representation to perform the detection.

3.6 Comparison Measures

When searching for a tool, knowing the implemented algorithm is not very useful information,
since one is more interested in (experimental) comparisons. From the 120 articles, only 55 authors
compared their new tool or algorithm and only 8 articles actually performed any comparisons. A
list of the articles is given in Appendix B.5.

To be able to understand or perform such experimental comparisons, it is necessary to know
about the different comparison measurements (metrics) that are used. In Table 5, the metrics used
for comparison are listed. Table 5 has comparison metric name, last and first year the metric was
used for comparison (column “Comparing”), how many times the metric was used, and how many
times it was used by an article that is developing a new tool and used to evaluate the tool (column
“Developing”). Note that Comparing is not subset of Developing and vice versa. Table 5 is sorted
by the last year and then how many times the metric was used for comparison.

From Table 5, it can be seen that the most used comparison metric is no numeric metric at all
as one would expect, which means that authors are doing the comparison qualitatively. Basically
they perform the detection with their tool and another tool (if they do comparison) and then state
what is found by one or the other and give explanations as to why this happens. Often in such
cases, the dataset used is their own, which has specific plagiarized pair(s) that were found by their
tool and were not found by the other compared tools. This kind of analysis may be very biased,
especially when there is no comparison with other tools, although qualitative analysis is very
helpful to answer the “why” question of why some tool find or do not find specific plagiarized
matches. Note that we do not want to say that all qualitative comparisons are biased or that they
are not necessary. On the contrary, we think that qualitative comparisons are necessary but are
more likely to be biased, but a more detailed analysis of the qualitative comparisons is out of the
scope of this article.
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Thus quantitative analysis is recommended to enable objective comparison, which also means
that using a standardized dataset (more details in the next subsection) is advisable.

Excluding qualitative comparisons, the most used metrics to measure system qualities and used
for comparisons are the oldest ones, namely precision and recall. The next in line is Fβ (mostly
written F-beta), which is a metric calculated based on precision and recall, followed by F1, which
is a special case of F-beta where equal importance is given to precision and recall. Number of
articles using the top-three comparison metrics or their combinations are as follows: Precision
(23), Recall (24), F-beta (12), Precision and Recall (23), Precision and No Recall (0), ecall and No
Precision (1), Recall and Precision No F-beta (11), Recall and Precision and F-beta (12).

The previous list shows how many articles use which metrics of the three, although logically
all that use F-beta use also precision and recall. After that, there is the measurement of speed,
meaning how fast a tool performs the detection. Speed will not be further explained, since it is not
really the measure of system quality, although it is important and often one does not want to wait
multiple days to get results. Next is Sensitivity, which can mean two different measures as it is
described below. The last three are Selectivity, Excess Detections, and Performance Index. A list of
articles that do comparisons grouped by the used comparison metric (these metrics are discussed
in more detail below) is presented in Appendix B.6.

Before going into describing the above-mentioned metrics, some terminology needs to be estab-
lished (based on articles mentioned in previous list). Similarity tells us how similar two programs
are from 0% to 100%. In academia similarity is normally similarity between assignment solutions
form two students. Matches (also called pairs) represent two solutions with their similarity. There
are four categories of matches and usually it is counted how many of each matches were put into
which category by the tool. To ensure each match is “real,” it must be confirmed by someone expert
(usually the teacher). The four match categories are as follows: True positive (tp) or number of found
plagiarized matches (match that is marked by a tool as plagiarized and it is plagiarized), False posi-
tive (fp) or number of found non-plagiarized matches (match that is marked by a tool as plagiarized
and it is in fact not plagiarized), True negative (tn) or number of not found non-plagiarized matches
(match that is marked by a tool as not plagiarized and it is not plagiarized), and False negative (fn)
or number of not found plagiarized matches (match that is marked by a tool as not plagiarized but
it is in fact plagiarized). From the four mentioned match categories, other match categories can be
created most interesting combinations are as follows: tp plus fp is the number of indicated matches,
tp plus fn is number of plagiarized matches, fp plus tn is number of non-plagiarized matches, and
tp plus fp plus tn plus fn is number of matches.

The similarity that the tool uses to tell what is or is not plagiarism is called the cut-off threshold
or just threshold and can almost always be set by the teacher. Since there can easily be thousands
of matches, the expert usually checks only the true positives and the false positives that are iden-
tified by the tool at a defined threshold. It is believed that all the others are true negatives, which
introduces certain problems that are discussed below.

3.6.1 Metric Description. Whale [170] first used precision and recall to measure performance
of plagiarism detection tools. Although he calculated performance index, only precision and recall
were accepted by future researchers.

Precision (P) is the number of found plagiarized matches divided by number of indicated matches
or tp / (tp + tn). Recall (R) is the number of found plagiarized matches divided by number of
plagiarized matches or tp / (tp + fn). Precision and recall have values between 0 and 1, where
0 is the worst and 1 the best. High Precision ensures that time is not wasted on looking at
false positives (not plagiarized cases). High recall ensures that not many plagiarized matches go
unnoticed.
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As can be seen, high recall generates false negatives that, as stated before, are often not con-
firmed so it is impossible to calculate if the number of exact plagiarised matches is not known. One
solution is to use a standardized dataset where someone has already identified all real plagiarized
matches so it is known upfront which are which. A second solution is to take source code from one
or more original programs that are intentionally modified (thus simulating plagiarism) in different
ways and so generate a dataset that is then used for comparison with known plagiarised pairs.
But if research is performed on real data, if the above-mentioned options are not suitable, then
the only option is to estimated true positives. To improve the estimate, usually the detection is
performed by different tools and then what is detected by all tools and confirmed as true positive
is considered the whole set of true positives and everything else is true negative. It is the idea that
multiple tools with different algorithms will not miss many plagiarized matches as used by Verco
and Wise [167]. In a perfect system precision and recall would be 1 so the number of indicated
matches is in fact the number of plagiarized matches.

When recall and precision are known, F-beta can be calculated, as explained by Acompora and
Cosma [2]: Fβ = (β2 + 1) * (Precision x Recall) / (β2 x (Precision + Recall)).

From this F1 can be calculated, which gives equal importance to precision and recall as F1 =
(P x R) / (P + R). If β smaller than 1, then it gives more importance to precision, and if β larger
than 1, then it gives more importance to recall. There are two other measures mentioned in Ref-
erence [2], which are specificity and accuracy both rarely used. “Accuracy is the proportion of files
labelled as true (both true positives and true negatives), and Specificity is the true negative rate (i.e.
files correctly identified as negative)” [2]. In other words accuracy is number of indicated matches
divided by number of matches and specificity is number of found not plagiarized matches divided
by number of not plagiarized matches. Specificity is kind of inversion of recall, in recall interest is
in plagiarized matches and in specificity at non plagiarized matches.

3.6.2 Graphs. Except for the mentioned metrics, there are three graphs based on which in-
teresting analysis can be done. The first graph is like the one used, for example, by Prechlet
et al. [134], who plotted the distribution of similarity values found among plagiarized matches
and among non-plagiarized matches with box and whiskers. Such a graph shows nicely how the
different similarities are distributed over the dataset, and from this one can see what similarity most
pairs have. Similarly, one can plot other match categories (not just plagiarised and non-plagiarised
matches), such as the distribution of indicated matches over the similarity values, and one could
also limit the graph to the top-n percentage if only interested in the similarities in the high ranking
matches, as performed in Reference [114].

Another graph done by Perchlet et al. [134] is precision or recall threshold tradeoff. Such a graph
shows how recall or precision changes when the cut-off threshold is gradually increased. Such a
graph can also be done for the F measure, as done, for example, by Đurić and Gašević [166].

The third graph is the one used, for example, by Arwin and Tahaghoghi [9] or Cosma and Joy
[33], the interpolated precision-recall graph. The graph shows “the interpolated precision at a par-
ticular recall level is the highest precision observed at that or any higher recall level. Interpolated
precision-recall is usually shown at the eleven 10% steps of recall from 0% to 100%” [9]. To cre-
ate such graph, recall is set on the x axis, and on the y axis the corresponding precision that was
observed at this recall level. Such a graph shows how precision lowers as the recall increases.

3.6.3 Derived Measures. In Reference [9] are the two measures derived from precision and re-
call: R-precision and precision@n. “R-precision is the precision at the R-th program on the list,
where R is the number of correct answers for the query; Precision@n is the precision at the nth
program on the list.” It is sometimes advisable to do comparisons on top-n detections. For example
(as explained by Hage et al. [55]), when one has a large collection of real submissions and cannot
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Table 6. Dataset Category Usage by Different Review Articles Included

Dataset Type All Using Developing Comparing

Personal Student dataset 96 87 80 41
Personal Generated dataset 45 43 39 27
PersonalGenOrStud dataset 3 3 3 0
SOCO dataset 5 5 4 4
ICPC dataset 2 2 2 1
OtherDataset 6 4 4 3

examine all manually to confirm plagiarized cases, or when different tools are compared and each
has different way of computing then the similarity.

The last “metric” that derives from precision and recall that is mentioned is the optimal cut-off
criterion defined [115]: “ . . . as the cutoff criterion value at which TPDP is maximized. The total
plagiarism detection performance (TPDP) measure involves both precision and recall; it uses a
parameter m, which indicates the importance of recall against precision for a particular task of
plagiarism detection and it is defined as follows: TPDP = P+m∗R, m ≥ 1.”

3.7 Dataset Analysis

To have comparable results with other research (except for the metrics), the right dataset is also
important. Standardized datasets, like ACM International Collegiate Programming Contest (ICPC)
and SOurce COde re-use (SOCO), used for plagiarism detection comparison are rare (Table 6).

Most used are the personal datasets from real students followed by personally generated datasets
(Table 6). Generated datasets are datasets where usually there is an original program that is put
through a series of modifications that should imitate plagiarism. These two categories are mostly
used. Sometimes is not clear from the article [118, 123, 152] whether the dataset is a real dataset
from students or generated so it is called “personalGenOrStud.” When taking into account all 150
articles there are 7 articles [23, 49, 61, 116, 122, 164, 174] not using any dataset and do not perform
any kind of evaluation for example review article. There are 6 articles [1, 3, 10, 29, 128, 163] where
it is unknown what kind of dataset it is.

Table 6 presents the different datasets’ usage over the total 150 articles (All), the 131 articles
comparing or using or developing a tool (Using), the 120 articles developing a tool (Developing),
and the 64 articles comparing tools (Comparing). Note that the numbers in Table 6 do not add up,
since some articles use multiple datasets. The most interesting are the ones that do some com-
paring, and below a list of articles by the dataset type is given. It should be mentioned that some
articles use more than one dataset, so they are mentioned under multiple dataset types in the list.
It can be seen from Table 6 that there are three other dataset types: Reference [9] uses a personal
student dataset and some files from the web, Reference [119] uses the dataset from Malphol from
the University of Karlsruhe,1 and Reference [44] uses a personal student dataset and the Google
Code Jam dataset.2

Articles that compare of tools grouped by dataset type are presented in Appendix B.7. The five
categories that were identified are as follows: (1) Personal Student Dataset, (2) Personal Generated
Dataset, (3) SOCO, (4) ICPC, and (5) Other dataset.

1It was available on http://www.ipd.uka.de:2222.
2https://code.google.com/codejam/contest/1460488/scoreboard?c=1460488#.
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There is one dataset that is not personal and that is used more than one time for comparison.
That is the SOurce COde re-use (SOCO) dataset3 from the international PAN@FIRE 2014 com-
petition. The SOCO dataset is divided into training and test collection, where training collection
consists “of university student assignments that contains source code re-use cases that were man-
ually detected and reported by the professors” [45]. The test corpus [46] “has been extracted from
the 2012 edition of Google Code Jam Contest.”4 The training collection has the benefit that it is
labelled manually by three experts as shown in Reference [46], where also more details about the
datasets can be found. These SOCO dataset is a good step into standardization of collections on
which the plagiarism detection can be performed to create comparable objective results. If one
is interested in cross-language plagiarism detection, then the CL-SOCO dataset5 can be of use,
and details about the dataset can be found in Reference [47] and was used in References [60,
141].

Another open dataset available used by Ji et al. [68] and Lee et al. [98] was the ACM International
Collegiate Programming Contest (ICPC),6 but this is not a dataset in which it is known what the
plagiarized cases are, as is the case for SOCO. It is a very large dataset, as is the Google Code Jam.

Sometimes real datasets are useful, so when talking about real personal student datasets that
are used for comparisons, then in most cases one course is used. Specifically, 20 articles use data
from one course like [33, 143, 154], 2 articles use data from two courses ([101, 167]), 4 articles
use three courses ([25, 73, 114, 172]), 1 articles used five courses [83], and 1 uses six courses [75].
For 13 articles, it is unknown how many courses they used. Sixteen courses are at the under-
graduate level, and there were 5 at postgraduate level, but for others the level is not known.
This is not surprising, since undergraduate-level courses are more programming oriented than
postgraduate-level courses and have more students, so the detection systems are more necessary
there.

These articles have from 1 to 150 assignments (when assignments from multiple years are used
like in Reference [176]). But the majority use up to 6 assignments. The number of submissions
ranges from 2 to over 8,000 as in References [36] and [20], but most range from 50 to 300 submis-
sions. The analysis of institutions where personal student datasets come from is not very inter-
esting, since most every institution is present once. Since most courses are at the undergraduate
level, the program submission lengths are mostly short (50–500 lines of code). In 25 articles that
do a comparison on personal student datasets, the length is unknown. There are rare cases when
there are more than 600 lines of code like in References [172], [73], [20], [30], and [114].

Datasets are always programming language dependent; for example, the SOCO dataset is made
for programming languages Java and C/C++. Als, the various tools are not in most cases univer-
sal; they are built to detect plagiarism in certain programming languages. In the 131 articles that
develop, use, or cooperate, some tools are built for different programming languages. Lists of the
different programming languages and in which article where the tool that was tested on it is pre-
sented in Appendix B.8. The first item, “All,” refers to articles describing tools that were supposed
to detect plagiarism in any programming language.

Table 7 shows the usage of the top-10 most used programming languages per year groups. Pascal
is in the top 10, but the articles dealing with Pascal were mostly published before the year 2000.
On the other side, the majority of usage for the top-3 programming languages is after 2010. One
problem that arises when building a tool that is not for Java or C is that there are not many articles

3http://users.dsic.upv.es/grupos/nle/soco/.
4https://code.google.com/codejam/contest/1460488/dashboard.
5http://users.dsic.upv.es/grupos/nle/clsoco/.
6https://icpc.baylor.edu/worldfinals/problems.
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Table 7. Programming Languages in which the Tools Were Tested per Year Groups

Year Java C C++ Pascal Python PHP C# VB Haskel UnixShell

1981–1998 NA 3 1 8 NA NA NA NA NA NA

1999–2009 11 14 10 3 NA NA NA 1 NA 1

2010–2016 37 32 22 1 5 4 3 1 3 2

Total 48 49 33 12 5 4 3 2 3 3

Fig. 3. Number of articles per year.

to compare and maybe no standardized datasets. So more research should be done in providing
tools for multiple languages. Table 7 shows only what was tested; the majority of tools support
only few programming languages if not one. Currently, MOSS has the best offer of languages,
except for the ones that can be used on all languages that do not parse the code for detection.

3.8 Bibliographic Analysis

This section analysis was performed based on bibliographic information. Figure 3 presents the
number of articles that were selected per year, and from it can be clearly seen that until 2005
there were no more than three articles per year. This tells us that research interest increased in
2005, and then the number tripled in 2010 when the interest escalated in the field of source-code
plagiarism detection in academia. At that point, massive production of plagiarism detection tools
started, because the community recognized that automatic plagiarism detection tools are benefi-
cial. Although the most interest has been in the recent years, the most-cited articles are published
before 2005.

The question is where to search for articles. As described in the protocol, five databases were
used, so an analysis was done on the articles and where they are indexed. Since the analysis is
not very interesting until 2005 because of the small number of articles, only the years from 2005
and later are analysed, when interest in the field increased. The first thing that was noticed is that
SCOPUS holds most of the selected articles and that Science Direct has the lowest number. But
there is also a ratio problem of how many articles were found and how many were actually selected.
Table 8 shows how many articles were found by each database when queries were performed, how
many were selected, how the ratio was found and selected, and how many unique articles were
found by each database that were not found by any other database. From this, it can be seen that
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Table 8. Overview of Articles per Database

Database

Found
articles on
last search

Selected
articles

Ratio
found/selected

Unique
articles

Top
cited

Ratio top
cited/selected

Ratio top
cited/found

SCOPUS 1,887 133 7.0% 27 21 15.8% 1.1%

ACM 518 60 11.5% 10 14 23,3% 2.7%

WOS 1,354 65 4.8% 3 12 18.5% 0.8%

IEEE 623 54 8.7% 2 5 9.2% 0.8%

SD 221 7 3.2% 1 1 14.3% 0.4%

SCOPUS finds the most articles and the most unique articles, and the ratio found against those
selected is better than in WOS and SD; on the negative side, SCOPUS has the most number of
articles retrieved. What is clear is that Science Direct yields poor results and ACM gives the best
ratio overall. Also, Table 8 presents how many top-cited articles are found in a database and the
ratios cited over selected and cited over found articles. SCOPUS, WOS, and IEEE all have their
advantages, while SCOPUS finds the most articles, so it takes the longest to be processed, as with
WOS, but they both, once selected, have a good ratio of top-cited articles. IEEE has the worst
ratio of selected and top-cited articles, but it takes the researcher less time to process the retrieved
articles. Also, three of the top-cited articles [131, 170, 172] are only available in SCOPUS.

The 12 top-cited articles with more than 100 citations are in Google Scholar (GS), and the citation
counts from WOS and SCOPUS are also available. The reason GS was chosen is that some papers
are not available in WOS and/or SCOPUS, and even though they are cited by scientific papers
and some citation numbers exist, they are not easy to be extracted. The downside of using GS
is that it includes technical papers in the citation count, so it is probably not the best measure;
nonetheless, it gives a good overview of the major papers to begin with. The 12 articles are as
follows: Reference [134] (L. Prechelt, G. Malpohl, and M. Philippsen 2002) with 549 GS, 129 WOS,
and 231 SCOPUS citations; Reference [173] (M. J. Wise 1996) with 325 GS, 9 WOS, and 161 SCOPUS
citations; Reference [25] (X. Chen, B. Francia, M. Li, B. McKinnon, and A. Seker 2004) with 259 GS,
96 WOS, and 143 SCOPUS citations; Reference [75] (M. Joy and M. Luck 1999) with 198 GS, 63
WOS, and 105 SCOPUS citations; Reference [53] (D. Gitchell and N. Tran 1999) with 196 GS, 36
WOS, and 93 SCOPUS citations; Reference [131] (A. Parker and J. O. Hamblen 1989) with 150 GS,
40 WOS, and 78 SCOPUS citations; Reference [42] (J. A. W. Faidhi and S. K. Robinson 1987) with
138 GS, 41 WOS, and 61 SCOPUS citations; Reference [167] (K. L. Verco and M. J. Wise 1996) with
131 GS, 9 WOS, and 13 SCOPUS citations; Reference [170] (G. Whale 1990) with 124 GS, 23 WOS,
and 49 SCOPUS citations; reference [54] (S. Grier 1981) with 119 GS, 11 WOS, and 52 SCOPUS
citations; Reference [172] (M. J. Wise 1992) with 114 GS, 3 WOS, and 56 SCOPUS citations; and
Reference [39] (J. L. Donaldson, A.-M. Lancaster, and P. H. Sposato 1981) with 105 GS, 8 WOS, and
56 SCOPUS citations.

It can be seen that the most-cited articles were published before 2000. Of course, the older the
article the more chances are for it to be cited, so this is not the most accurate number. The number
would be also different if the WOS or SCOPUS citations would be used. Because of that, if articles
with more than 20 citations would be included, 25 more articles would be added that are in de-
scending citation order as follows: [67], [72], [98], [20], [9], [3], [32], [33], [16], [36], [146], [115],
[171], [55], [29], [117], [105], [158], [116], [19], [143], [66], [68], and [22].

To see what the most-used words in the selected articles are, word analysis is performed using
a corpus of words from titles, keywords, and abstracts was created. From the corpus of words, a
term document matrix was created that has the different words and the occurrence frequency of
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each individual word. From the matrix, a ranking was created with words that have more than 30
occurrences. The top 10 words and their occurrences were as follows: plagiarism, 642; detection,
389; code, 367; source, 337; programming, 318; similarity, 200; computer, 179; students, 159; pro-
gram, 151; and codes, 136. This confirms that the chosen keywords—“plagiarism,” “source code,”
“similarity,” and “program”—were fine, but the word “application” (for example) is not well chosen;
it would be better to use some other word instead like “computer,” “student,” or “detection.” But,
again, the question is how many results would be retrieved. Finding the right balance of retrieved
and relevant articles is not easy. The word “analysis” identified keywords for new queries done in
the future, if one is interested in the topic presented in this review. It would be interesting to see
if the same 150 articles could be retrieved with a different query with fewer excluded articles, but
this is currently beyond the scope of this article.

3.9 Missing Articles

To complete the analysis, a few more papers need to be mentioned. The titles of these papers were
not precise enough, so they were not found by queries or were simply not present in the searched
databases. The best example is the paper about the Winnowing algorithm [148], which is one of the
most referenced papers, but the paper was not picked up by the queries. This is simply because
it does not have the combination of words that were used for searching. Specifically, the word
“source-code” was missing in the article’s title, keyword list, and abstract.

Articles with Google Scholar citations obtained on July 20, 2017 are (sorted by publication year)
as follows: (1) 1976 - [130] (153 citations); this is one of the first articles that describes an algorithmic
approach to the problem of source-code plagiarism detection. A program was built for plagiarsim
detection in the programing language ANSI-FORTRAN and used in courses at Purdue University.
(2) 1995 - [97] (36 citations); this is an example of an article that combined three software metrics
to detect plagiarism: Halestad metrics, McCabe cyclomatic complexity, and the coupling metric.
(3) 2001 - [35] (17 citations); to our knowledge, this is the first article that describes a systematic
large-scale survey dealing with the question of source-code plagiarism. The survey was conducted
in United Kingdom, including 55 high education computing schools. (4) 2003 - [148] (1027 citations);
this is a description of a fingerprint algorithm called Winnowing that is used in the popular pla-
giarism detection engine MOSS. As shown in previous analysis, MOSS is in the second-most-used
plagiarism detection engine. (5) 2004 - [93] (51 citations); the review article gives good classification
of source-code plagiarism detection engines. The article describes 11 engines and gives different
classifications of the engines: classification how they operate on source code submissions, classifi-
cation based on programming languages, classification based on techniques used to find similarity,
and so on. (6) 2014 - [48] (7 citations); this article gives a nice overview of the differences among col-
laboration, collusion, and plagiarism. The article also discusses the problem from the professor and
student viewpoints. (7) 2016 - [136] (4 citations); this is an article that performed the largest com-
parison of 30 tools/techniques for similarity detection against pervasive code modification. They
state that “every technique and tool turned out to be extremely sensitive to its own configurations
consisting of several parameter settings and a similarity threshold. Moreover, for some tools the
optimal configurations turned out to be very different to the default configuration, showing one
cannot just reuse (default) configuration.”

4 CONCLUSION

Source-code plagiarism detection is a growing research field, as shown in this review. This is not
unexpected, since the problem of plagiarism is something that most teachers deal with. The edu-
cational system must ensure that the students who gain a diploma also gain the knowledge that
is promised with it. Only in this way can society grow and new problems be solved. So every
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educational institution must do their best to find those who try to gain credit based on others’ re-
sults. One way to do that is for the teachers to use mechanisms for preventing plagiarism, but also
to use similarity detection systems for identifying potential plagiarism if the prevention mecha-
nism fails. As the saying goes, “trust but verify.”

To help teachers, researchers try to find and verify mechanisms for prevention of plagiarism,
but also they build tools for automatic similarity detection of potential plagiarism. These tools
are constantly compared and improved. The tools are important, since manual plagiarism detec-
tion is a tedious job and misses many occurrences of plagiarism, especially in large classes. This
review’s intent is to help teachers find the right tools for similarity detection as well to help re-
searchers in their future research. The review gives researchers an overview of the field of source-
code plagiarism detection in academia and points out some places for improvement and future
research.

At the beginning of this review, research questions of interest were presented. Short answers to
the questions based on the discussions in this review are as follows:

Q1: What is meant by source-code plagiarism in academia? The answer to this question is best
given by Cosma and Joy [32]: “Source-code plagiarism occurs when students reuse source-
code authored by someone else, either intentionally or unintentionally, and fail to adequately
acknowledge the fact that the particular source-code is not their own.”

Q2: What is meant by source-code plagiarism detection in academia? Source-code plagiarism
detection in academia is a process where a teacher tries to find real plagiarized source-
code solutions submitted by students even though they had used various obfuscation
methods to hide their plagiarism, usually with a help of a plagiarism (similarity) detection
engine (often called a plagiarism detection tool).

Q3: What obfuscation methods do students use to hide source-code plagiarism? In the Section 3.2
about obfuscation methods, there are 16 obfuscation methods listed that are known to
be used by students. In Figure 1, one can see which methods were found as the most
used. The top three are “Identifier rename,” “Reordering independent lines of code,” and
“Comments modification.” Weak mentioning of the obfuscation method in articles must
not mean that is not used by the students in many cases, but rather it can mean that it
was not the focus of the articles. Such methods must be further researched, especially the
category of methods that incorporate logic changes.

Q4: What detection tools are used and which are the best? Many tools have been developed, but
most are not available for use. The most promising and available tools are JPlag, MOSS,
and Sherlock Warwick. Based on comparison counts, these are also the most compared
tools. There are other tools that in some comparisons outperform the three mentioned,
but these three are always reported to deliver good results. However, it must always be
remembered that tools do not find plagiarism regardless of how good they are; they only
find similarity, and it is up to a human to decide what is and is not plagiarism.

Q5: What algorithms are used in these detection tools? There are various algorithms used in
tools, and it is hard to pick out a few, although the top-three tools use RKR-GST and
Winnowing algorithms and implement tokenization. The individual algorithms can be
put into one or more categories, and in this review some new categories have been iden-
tified.

Q6: What measures are used to compare the tools? There are multiple measures available, but
if one wants comparable results, then precision, recall, and F measure (more precisely
F1) are the most commonly used. There are also various graphical versions of tools based
on these three metrics that can help the analysis. But one should not forget qualitative
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analysis, which is still the most-used “metric” that can give deep understanding of why
something is happening, but it has the problem of being biased.

Q7: What datasets are used to compare the tools? The majority of research uses real personal
student datasets or datasets that contain instances of intentional plagiarism. While stan-
dard datasets are good for comparisons, real datasets are better to find new ways of how
students try to cheat and find flaws in the plagiarism detection tools and situations in
which they will fail. So one should combine both types of datasets. But the problem is
that there is a very limited number of standard datasets, although this is improving; for
example, the SOCO dataset, introduced in 2014, is currently a good option for tools that
support Java or C/C++.

Q8: Where should one search for articles dealing with source-code plagiarism detection in
academia? The ACM database is the best place to start, since it gives the best ratio of
found/selected and top-cited/selected articles. SCOPUS will cover almost all articles but
will find many unrelated articles. One can also start from the top-cited articles listed in
this review and then look at the most recent or highly cited articles that cite this article.

All the questions were answered successfully, and what was observed while answering them
is that there are missing standard datasets, metrics for evaluation, and objective comparisons of
plagiarism detection tools. Therefore, many of the selected articles are not very useful. It was also
observed that much has been done for Java and C/C++ programming languages but not for other
languages, and they should be better supported. One reason for high usage of Java and C/C++
could be that they are currently the most used programming languages in academia and therefore
most interesting for teachers. Another observation is the term “plagiarism detection,” which in
combination with the word “tool” sends a wrong message. It is strongly suggested to try to use the
term “similarity detection,” which is better and does not suggest that the tools find plagiarism.

While detection is important, the prevention of plagiarism is even more important, and an-
other review about prevention of plagiarism would be useful to academics. Another useful review
would be about authorship attribution, because, although plagiarism detection tools find plagia-
rism, it is sometimes questionable who is copying from whom, and teachers would benefit from
that knowledge. One new approach for author identification would be the use of agile methods
with small code delivery and a source-code version control system (Git, SVN, etc.) to track assign-
ment progress, authorship, and locations in documents where similarity begins.

To summarize, the main contribution of this review is the detailed overview of the field of
source-code plagiarism detection in academia, which has identified (a) definitions of the phrases
“source-code plagiarism” and “source-code plagiarism in academia,” (b) obfuscation methods used
for hiding plagiarism, (c) the most promising and most used similarity detection tools, (d) the most
common algorithms used in similarity detection tools, (e) existing categories for classifying the
algorithms, (f) methods for comparing similarity detection tools, and (g) potential future research
areas.

Except for the overview, the most interesting findings while writing this review are the follow-
ing. (i) There are many definitions of “source-code plagiarism” both in academia and outside it, but
no agreed clear definition exists in the literature, so we have identified the most promising one and
presented a new working definition for “source-code plagiarism detection.” (ii) We have expanded
existing categorisations of obfuscation methods. (iii) We have expanded existing categorisations
of detection algorithms, which encompass the approaches taken by recently developed tools.
(iv) It was surprising to see how few metrics and datasets are available for quantitative analysis,
even with the 120 tools that are reported in the literature. By listing the metrics, we provide a base-
line for future comparisons, and by noting the lack of datasets, we highlight the need for more to
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become available to provide a solid basis for future comparison exercises. (v) We have established
that most tools are made for only one language, typically Java or C, and therefore note that there
is a gap in our expertise for detecting plagiarism in other languages. (vi) The set of keywords
that was finally adopted for our literature search provide a basis for future reviews that will assist
researchers in accessing appropriate papers and provide a basis for a longitudinal study.

A DATABASE SEARCH QUERIES

This appendix lists the concrete search queries for each database used in the study:
SCOPUS (http://www.scopus.com): TITLE-ABS-KEY((source AND code) AND (plagiarism OR sim-

ilarity)) OR TITLE-ABS-KEY ((application* OR program*) AND plagiarism)
IEEE Xplore (http://ieeexplore.ieee.org/): ((source AND code) AND (plagiarism OR similarity)) OR

((program* OR application*) AND plagiarism)
Web of Science (http://www.isiknowledge.com/WOS): TI=((source AND code) AND (plagiarism

OR similarity)) OR TS=((source AND code) AND (plagiarism OR similarity))OR TI=((program* OR
application*) AND (plagiarism)) OR TS=((program* OR application*) AND (plagiarism))

ScienceDirect (http://www.sciencedirect.com): TITLE-ABSTR-KEY((source AND code) AND (pla-
giarism OR similarity)) OR TITLE-ABSTR-KEY((application* OR program*) AND plagiarism)

ACM Digital Library (http://portal.acm.org) NEW: (((acmdlTitle:(+source) AND acmdlTi-
tle:(+code)) AND (acmdlTitle:(+plagiarism) OR acmdlTitle:(+similarity))) OR ((recordAb-
stract:(+source) AND recordAbstract:(+code)) AND (recordAbstract:(+plagiarism) OR recordAb-
stract:(+similarity)))) OR (((acmdlTitle:(+program) OR acmdlTitle:(+application)) AND acmdlTi-
tle:(+plagiarism)) OR ((recordAbstract:(+application) OR recordAbstract:(+program)) AND recordAb-
stract:(+plagiarism)))

ACM Digital Library (http://portal.acm.org) OLD: (((Title:source and Title:code) AND (Title: pla-
giarism OR Title:similarity)) OR ((Abstract:source and Abstract:code) AND (Abstract:plagiarism OR
Abstract:similarity))) OR (((Title:program* OR Title:application*) AND Title:plagiarism) OR ((Ab-
stract:application* OR Abstract:program*) AND Abstract:plagiarism)).

B REVIEWED ARTICLE CROSS-REFERENCES

B.1 Reviewed Articles

This appendix presents the list of reviewed articles. Articles are sorted by date of publication. The
reviewed articles are as follows: [143], [39], [54], [42], [59], [67], [131], [139], [170], [171], [172],
[163], [167], [173], [121], [16], [53], [75], [76], [72], [52], [134], [25], [71], [36], [73], [86], [94], [115],
[117], [3], [9], [105], [106], [116], [147], [20], [182], [30], [32], [49], [66], [68], [69], [119], [146], [22],
[40], [87], [91], [103], [160], [168], [176], [5], [19], [24], [27], [28], [41], [63], [79], [89], [99], [100],
[112], [111], [123], [124], [165], [175], [177], [178], [23], [55], [74], [104], [110], [113], [127], [1],
[8], [10], [15], [21], [29], [33], [34], [64], [70], [80], [82], [84], [90], [98], [107], [118], [120], [133],
[152], [4], [26], [166], [56], [88], [96], [101], [129], [157], [169], [174], [179], [181], [6], [11], [12],
[85], [95], [108], [128], [132], [138], [153], [156], [164], [180], [184], [2], [7], [13], [44], [46], [50],
[81], [102], [109], [125], [135], [140], [150], [154], [158], [38], [61], [78], [83], [114], [122], [151],
and [155].

B.2 Obfuscation Methods Articles

Articles that mention the listed obfuscation methods, ordered by publication year, are as follows:
OM_01_L, References [4, 9, 13, 20, 23, 30, 42, 53, 59, 66, 69, 72, 75, 76, 80, 86, 87, 94, 102, 111, 112,
114, 116, 120, 122, 125, 131, 133–135, 138, 146, 152, 154, 160, 163, 166, 167, 169, 170, 174, 177, 178].
OM_02_L, References [4, 8, 9, 13, 20, 27, 30, 42, 53, 56, 59, 66, 69, 72, 75, 76, 80, 83, 86, 87, 90, 94, 99,
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102, 108, 110–112, 114, 116, 120, 122, 123, 125, 129, 131, 133–135, 138, 139, 146, 147, 152, 160, 166,
167, 169, 170, 174, 176, 177, 178, 181]. OM_03_, References [56, 83, 122, 166]. OM_04_L, References
[9, 20, 27, 39, 66, 87, 114, 122, 123, 125, 134, 138, 139, 160, 166, 167, 170]. OM_05_L, References [4, 6,
8, 9, 13, 19, 20, 23, 25–27, 30, 39, 42, 53, 56, 59, 66, 69, 71–73, 75, 76, 80, 83, 85, 87, 89, 90, 94, 99, 102,
103, 108, 110–112, 114, 116, 120, 122–125, 129, 131, 133–135, 138, 146, 147, 152, 154, 160, 163, 166,
167, 169, 170, 172, 174–178, 181]. OM_06_L, References [110, 114, 122, 133, 134, 166, 181]. OM_07_S
– [8, 9, 13, 19, 20, 23, 25–27, 30, 39, 42, 53, 54, 56, 66, 67, 69, 71–73, 75, 76, 80, 83, 85–87, 89, 90, 94,
99, 102, 103, 108, 110–112, 114, 116, 120, 122, 124, 125, 129, 131, 133, 135, 138, 139, 146, 147, 166,
167, 169, 170, 172, 175, 177, 178, 181]. OM_08_S, References [4, 9, 13, 19, 20, 23, 25–27, 42, 54, 56, 66,
67, 69, 72, 76, 83, 90, 94, 102, 103, 114, 116, 122, 125, 131, 133, 135, 138, 139, 147, 154, 163, 166, 167,
169, 170, 172, 174, 176–178, 181]. OM_09_S, References [25, 26, 39, 42, 67, 76, 83, 94, 103, 108, 114,
122, 131, 133–135, 147, 166, 175, 178, 181]. OM_10_S—OM_10a_S, References [26, 42, 67, 76, 83, 89,
94, 108, 114, 122, 131, 133–135, 147, 166]; OM_10b_S, References [9, 13, 20, 66, 75, 94, 116, 120, 122,
125, 135, 138, 163, 166, 167, 169, 170, 172]. OM_11_AS—OM_11a_AS, References [4, 8, 9, 13, 20, 23,
66, 69, 72, 75, 94, 108, 112, 114, 116, 120, 122, 125, 133, 134, 138, 147, 163, 166, 170, 172, 174, 178,
181]; OM_11b_AS, References [108, 114, 122, 133, 134, 166]; OM_11c_AS, References [4, 9, 13, 20,
23, 27, 66, 69, 72, 87, 94, 112, 114, 116, 122, 125, 133, 138, 166, 170, 172, 175, 178, 181]. OM_12_AS,
References [4, 8, 9, 13, 19, 20, 23, 27, 42, 66, 69, 72, 75, 76, 80, 86, 94, 99, 108, 110–112, 114, 116, 120,
122, 125, 131, 133, 135, 138, 147, 152, 166, 167, 169, 170, 172, 176, 178, 181]; OM_13_LG, References
[26, 54, 129, 154]; OM_14_LG, References [9, 66]; OM_15_LG, References [42, 76, 94, 122, 131, 166];
and OM_16_LG, References [9, 20, 66, 125, 138, 167, 170, 172].

B.3 Tools Articles

For the top-five tools, the following articles develop, use, or compare that tool: (1) JPlag, References
[2, 3, 6, 9, 12, 20, 25–28, 30, 33, 34, 38, 41, 44, 46, 55, 64, 66, 83, 89, 90, 98, 100, 101, 107, 108, 114,
115, 117, 119, 120, 122, 134, 140, 154, 158, 164, 166, 169, 176, 182]; (2) MOSS, References [8, 12, 13,
16, 20, 25–28, 34, 36, 38, 55, 63, 64, 70, 73, 79, 81–83, 89, 101, 107, 108, 111, 113, 114, 117, 122, 125,
129, 134, 154, 155, 164, 181, 182]; (3) Sherlock-Warwick, References [15, 27, 28, 34, 75, 83, 114, 117,
122]; (4) Plaggie: [3, 55, 83, 108, 114, 122, 154]; and (5) SIM from Grune, References [27, 28, 55, 108,
167, 179].

B.4 Algorithm and Algorithm-type Articles

Articles identified to use a particular algorithm or algorithm type are as follows: Attribute Counting,
References [4, 5, 8, 39, 41, 42, 52, 54, 59, 67, 72, 76, 80, 89, 90, 94, 115, 118, 139, 143, 150, 153, 157,
177, 178]; Fingerprint, References [56, 63, 73, 89, 90, 95, 102, 118, 123, 124, 176]; String Matching,
References [4, 12, 21, 26, 38, 39, 53, 56, 59, 67, 75, 87, 91, 100, 107, 110, 134, 140, 146, 147, 150, 152, 165,
172, 173, 177]; Text Based, References [33, 34, 44, 71, 75, 89, 90, 151, 173]; Structure Based, References
[39, 41, 56, 63, 68, 89, 90, 98, 103, 117, 119, 120, 124, 128, 135, 140, 143, 146, 151, 154, 158, 171, 172,
175, 176]; Stylistic, References [8, 127, 128, 140, 151]; Semantic, References [24, 33, 34, 56, 63, 157,
175]; nGram, References [9, 20, 38, 44, 56, 63, 64, 66, 89, 90, 125, 133, 151, 154, 176]; Trees, References
[7, 10, 50, 67, 68, 73, 84–86, 89, 90, 95, 98, 100, 109, 119, 120, 139, 147, 158, 174–176, 181], Graphs -
[24, 26, 56, 68, 73, 80, 103, 135, 158, 174]; Clustering, References [2, 8, 66, 70, 86, 115, 125, 133, 176,
181, 182]; History Based, References [88, 155]; XML based, References [10, 70, 112]; Compiled Code
Based, References [9, 69, 110, 129, 135]; Compression Based, References [25, 40, 71, 94, 165, 182];
Only GST, References [4, 13]; Only RKR, References [107, 152]; RKR with GST, References [78, 91,
100, 134, 154, 166, 173]; Winnowing, References [56, 90, 166]; Latent Semantic, References [33, 34];
and Watermarking, References [36, 101].
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B.5 Tool Comparison Articles

Articles developing a tool and doing tool comparisons, References [2, 3, 6, 8–10, 12, 13, 20, 25–28, 30,
33, 36, 38, 41, 44, 63, 64, 66, 70, 72, 73, 75, 82, 83, 85, 89, 90, 98, 100, 101, 107, 111, 115, 117, 119, 120,
125, 129, 134, 140, 143, 151, 154, 158, 166, 171–173, 175, 176, 181, 182];

Articles only comparing tools, References [46, 55, 94, 108, 114, 122, 167, 170].

B.6 Comparison Measures Articles

Articles that do comparisons are using the following comparison metrics: (a) F-beta, References
[2, 33, 38, 44, 46, 101, 125, 129, 140, 151, 158, 166]; (b) F1, References [33, 38, 44, 46, 101, 125, 140,
151, 158, 166]; (c) Precision, References [2, 9, 20, 30, 33, 38, 44, 46, 64, 101, 107, 115, 125, 129, 134,
140, 151, 158, 166, 167, 170, 176, 182]; (d) Recall, References [2, 9, 20, 30, 33, 38, 44, 46, 64, 98, 101,
107, 115, 125, 129, 134, 140, 151, 158, 166, 167, 170, 176, 182]; (e) Sensitivity, References [55, 89,
115, 167, 170]; (f) Selectivity, References [167, 170]; (g) Excess Detections, References [167, 170];
(h) Performance Index, References [167, 170]; (i) Speed, references [26, 82, 119, 125, 172]; and (j)
Qualitative, References [3, 6, 8–10, 13, 25, 26, 27, 28, 36, 41, 44, 46, 55, 63, 66, 70, 72, 73, 75, 83, 85,
89, 90, 94, 100, 107, 108, 111, 114, 115, 117, 120, 122, 125, 134, 143, 151, 166, 167, 171–173, 175, 176,
181].

B.7 Dataset-type Articles

Articles that compare tools by dataset type are as follows: (1) Personal Student Dataset, References
[2, 6, 8, 9, 12, 13, 20, 25–28, 30, 33, 36, 44, 55, 64, 66, 70, 73, 75, 82, 83, 85, 101, 107, 114, 115, 117,
125, 129, 134, 143, 154, 158, 167, 170–172, 176, 182]; (2) Personal Generated Dataset, References [12,
13, 25, 27, 41, 55, 63, 72, 73, 75, 85, 89, 90, 94, 98, 100, 108, 111, 114, 115, 120, 134, 166, 173, 175,
181, 182]; (3) SOCO, References [38, 46, 140, 151]; (4) ICPC, References [98]; and (5) Other dataset,
References [9, 44, 119].

B.8 Programming Language Articles

Articles describing tools that were tested on the programming language are as follows: (1) All,
References [2, 9, 19, 38, 44, 73, 83, 99, 101, 147]; (2) C, References [8, 9, 16, 19–21, 30, 38, 44, 46,
52, 53, 59, 63, 70, 78, 85–87, 91, 95, 98, 99, 102, 108, 111, 112, 114, 118, 119, 128, 129, 132, 134, 140,
146, 147, 153, 154, 157, 165, 172–174, 176–178, 181, 184]; (3) Java, References [2–5, 7, 9, 10, 15, 16,
19, 25, 27, 28, 33, 34, 36, 38, 41, 44, 46, 50, 55, 64, 66, 69, 83, 89, 99, 107–109, 117, 119, 120, 127, 128,
133–135, 140, 147, 150, 151, 154, 155, 158, 166, 181]; (4) C++, References [6, 8, 13, 16, 25, 27, 28, 44,
46, 68, 73, 75, 76, 82, 84, 85, 87, 88, 90, 98, 100, 111, 113, 114, 115, 118, 121, 129, 132, 134, 150, 154,
182]; (5) Pascal, References [16, 42, 54, 67, 75, 79, 91, 139, 167, 170–172]; (6) Python, References [19,
44, 99, 154, 155]; (7) PHP, References [19, 83, 99, 154]; (8) C#, References [83, 110, 118]; (9) Haskell,
References [19, 56, 99]; (10) UnixShell, References [19, 75, 99]; (11) Fortran, References [39, 143]; (12)
JavaScript, References [83, 157]; (13) COBOL, References [39, 72]; (14) VisualBasic, References [94,
125]; (15) Matlab, References [118, 179]; (16) Lisp, References [91, 172]; (17) Assembly, References
[114, 146]; (18) CSS, Reference [83]; (19) HTML, Reference [83]; (20) ANSI_C, Reference [26]; (21)
Scheme-, Reference [134]; (22) R, Reference [12]; (23) BASIC, Reference [39]; (24) SML, Reference
[103]; (25) Prolog, Reference [103]; (26) DLV, Reference [124]; (27) Miranda, Reference [75]; (28)
VHDL; Reference [71]; and (29) APL2, Reference [22].
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